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Abstract

In this paper, we study the concepts of the Wijsman strongly I2-lacunary

convergence, Wijsman strongly I∗
2 -lacunary convergence, Wijsman strongly

I2-lacunary Cauchy double sequences and Wijsman strongly I∗
2 -lacunary

Cauchy double sequences of sets and investigate the properties and relation-

ships between them.

Keywords and phrases :Lacunary sequence, I2-convergence, I2-Cauchy, Double sequence of

sets, Wijsman convergence.
AMS Subject Classification : 40A05, 40A35.
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1 INTRODUCTION

Throughout the paper N denotes the set of all positive integers and R the set of all

real numbers. The concept of convergence of a sequence of real numbers has been

extended to statistical convergence independently by Fast [10] and Schoenberg [23].

This concept was extended to the double sequences by Mursaleen and Edely

[16]. Çakan and Altay [5] presented multidimensional analogues of the results

presented by Fridy and Orhan [11].

Nuray and Ruckle [20] independently introduced the same with another name

generalized statistical convergence. The idea of I-convergence was introduced by

Kostyrko, S̆alát and Wilczyński [14] as a generalization of statistical convergence

which is based on the structure of the ideal I of subset of the set of natural numbers.

Das et al. [6] introduced the concept of I-convergence of double sequences in a

metric space and studied some properties of this convergence. A lot of development

have been made in this area after the works of [8, 15, 17].

The concept of convergence of sequences of numbers has been extended by

several authors to convergence of sequences of sets (see, [2, 3, 4, 19, 28, 29]). Nuray

and Rhoades [19] extended the notion of convergence of set sequences to statistical

convergence and gave some basic theorems. Ulusu and Nuray [26] defined the

Wijsman lacunary statistical convergence of sequence of sets and considered its

relation with Wiijsman statistical convergence, which was defined by Nuray and

Rhoades.

Kişi and Nuray [12] introduced a new convergence notion, for sequences of

sets, which is called Wijsman I-convergence. Sever et al. [24] studied the con-

cepts of Wijsman strongly lacunary convergence, Wijsman strongly I-lacunary

convergence, Wijsman strongly I∗-lacunary convergence and Wijsman strongly I-

lacunary Cauchy sequences of sets. Dündar et al. [7] examinated the ideas of Wijs-

man strongly lacunary Cauchy, Wijsman strongly I-lacunary Cauchy and Wijsman

strongly I∗-lacunary Cauchy sequences of sets. Nuray et al. [21] studied Wijsman
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statistical convergence, Hausdorff statistical convergence and Wijsman statistical

Cauchy double sequences of sets and investigate the relationships between them.

Nuray et al. [22] studied the concepts of Wijsman I, I∗-convergence and Wijsman

I, I∗-Cauchy double sequences of sets.

In this paper, we study the concepts of Wijsman strongly I2-lacunary conver-

gence, Wijsman strongly I∗
2 -lacunary convergence, Wijsman strongly I2-lacunary

Cauchy sequences and Wijsman strongly I∗
2 -lacunary Cauchy double sequences of

sets and investigate the properties and relationships between them.

2 DEFINITIONS AND NOTATIONS

Now, we recall the basic definitions and concepts (See [1, 2, 3, 4, 6, 7, 8, 9, 14, 18,

19, 22, 24, 26, 27, 28, 29]).

Throughout the paper, we let (X, ρ) be a metric space and A,Ak be any non-

empty closed subsets of X .

For any point x ∈ X , we define the distance from x to A by

d(x,A) = inf
a∈A

ρ(x, a).

We say that the sequence {Ak} is Wijsman convergent to A if limk→∞ d(x,Ak)

= d(x,A), for each x ∈ X . In this case we write W − limAk = A.

We say that the sequence {Ak} is Wijsman Cauchy sequence, if for ε > 0

and for each x ∈ X , there is a positive integer k0 such that for all m,n > k0,

|d(x,Am)− d(x,An)| < ε.

By a lacunary sequence we mean an increasing integer sequence θ = {kr}
such that k0 = 0 and hr = kr − kr−1 → ∞ as r → ∞. Throughout this paper the

intervals determined by θ will be denoted by Ir = (kr−1, kr], and ratio kr
kr−1

will be

abbreviated by qr.

Let θ = {kr} be a lacunary sequence. We say that the sequence {Ak} is
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Wijsman strongly lacunary convergent to A if for each x ∈ X,

lim
r→∞

1

hr

∑
k∈Ir

|d(x,Ak)− d(x,A)| = 0.

In this case we write Ak → A([WN ]θ) or Ak

[WN ]θ→ A.

A family of sets I ⊆ 2N is called an ideal if and only if

(i) ∅ ∈ I, (ii) For each A,B ∈ I we have A ∪ B ∈ I, (iii) For each A ∈ I
and each B ⊆ A we have B ∈ I.

An ideal is called non-trivial if N /∈ I and non-trivial ideal is called admissible

if {n} ∈ I for each n ∈ N.

A family of sets F ⊆ 2N is called a filter if and only if

(i) ∅ /∈ F, (ii) For each A,B ∈ F we have A ∩B ∈ F, (iii) For each A ∈ F

and each B ⊇ A we have B ∈ F.

I is a non-trivial ideal in N, then the set F(I) = {M ⊂ X : (∃A ∈ I)(M =

X\A)} is a filter in N, called the filter associated with I.

Let θ be lacunary sequence and I ⊆ 2N be an admissible ideal. We say that

the sequence {Ak} is said to be Wijsman strongly I-lacunary convergent to A or

Nθ [IW ]-convergent to A if for every ε > 0 and for each x ∈ X, the set

A(ε, x) =

{
r ∈ N :

1

hr

∑
k∈Ir

|d(x,Ak)− d(x,A)| ≥ ε

}

belongs to I. In this case, we write Ak → A (Nθ [IW ]) .

Let (X, ρ) be a separable metric space and I ⊆ 2N be an admissible ideal. We

say that the sequence {Ak} is Wijsman strongly I∗-lacunary convergent to A if and

only if there exists a set M = {m1 < m2 < · · · < mk < · · · } ⊂ N such that

M ′ = {r ∈ N : mk ∈ Ir} ∈ F (I) for each x ∈ X,

lim
r→∞

1

hr

∑
k∈Ir

|d(x,Amk
)− d(x,A)| = 0.

In this case, we write Ak → A (Nθ [I∗
W ]) .
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Let θ be lacunary sequence. The sequence {Ak} is Wijsman strongly lacunary

Cauchy if for every ε > 0 and for each x ∈ X, there exists k0 = k0(ε) ∈ N such

that
1

hr

∑
k,p∈Ir

|d(x,Ak)− d(x,Ap)| < ε,

for every k, p ≥ k0.

Let θ be lacunary sequence and I ⊆ 2N be an admissible ideal. The sequence

{Ak} is Wijsman strongly I-lacunary Cauchy sequence if for every ε > 0 and for

each x ∈ X , there exists k0 = k0(ε) ∈ N such that

A(ε, x) =

{
r ∈ N :

1

hr

∑
k∈Ir

|d(x,Ak)− d(x,Ak0)| ≥ ε

}
∈ I.

Let (X, ρ) be a separable metric space, θ be lacunary sequence and I ⊆ 2N be

an admissible ideal. The sequence {Ak} is Wijsman strongly I∗-lacunary Cauchy

sequence if for every ε > 0 and for each x ∈ X , there exists a set M = {m1 <

m2 < · · · < mk < · · · } ⊂ N such that M ′ = {r ∈ N : mk ∈ Ir} ∈ F(I) and there

exists k0 = k0(ε) ∈ N such that

1

hr

∑
k,p∈Ir

|d(x,Amk
)− d(x,Amp)| < ε

for every k, p ≥ k0.

The double sequence {Akj} is Wijsman convergent to A if

P − lim
k,j→∞

d(x,Akj) = d(x,A) or lim
k,j→∞

d(x,Akj) = d(x,A)

for each x ∈ X . In this case, we write W2 − limAkj = A.

The double sequence θ = {(kr, js)} is called double lacunary sequence if there

exist two increasing sequence of integers such that

k0 = 0, hr = kr−kr−1 → ∞ and j0 = 0, h̄u = ju−ju−1 → ∞ as r, u → ∞.
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We use the following notations in the sequel:

kru = krju, hru = hrh̄u, Iru = {(k, j) : kr−1 < k ≤ kr and ju−1 < j ≤ ju},

qr =
kr
kr−1

and qu =
ju
ju−1

.

Let θ = {(kr, js)} be a double lacunary sequence. The double sequence {Akj} is

Wijsman strongly lacunary convergent to A if for each x ∈ X,

lim
r,u→∞

1

hrh̄u

kr∑
k=kr−1+1

ju∑
j=ju−1+1

|d(x,Akj)− d(x,A)| = 0.

In this case, we write Akj
[W2Nθ]−→ A.

Throughout the paper we take I2 as a nontrivial admissible ideal in N× N.

A nontrivial ideal I2 of N × N is called strongly admissible if {i} × N and

N× {i} belong to I2 for each i ∈ N .

It is evident that a strongly admissible ideal is admissible also.

I0
2 = {A ⊂ N× N : (∃m(A) ∈ N)(i, j ≥ m(A) ⇒ (i, j) ̸∈ A)}. Then, I0

2 is

a nontrivial strongly admissible ideal and clearly an ideal I2 is strongly admissible

if and only if I0
2 ⊂ I2.

We say that an admissible ideal I2 ⊂ 2N×N satisfies the property (AP2) if for

every countable family of mutually disjoint sets {A1, A2, ...} belonging to I2, there

exists a countable family of sets {B1, B2, ...} such that Aj∆Bj ∈ I0
2 , i.e., Aj∆Bj

is included in the finite union of rows and columns in N × N, for each j ∈ N and

B =
∪∞

j=1Bj ∈ I2 (hence Bj ∈ I2 for each j ∈ N).
Throughout the paper, we let I ⊆ 2N be an admissible ideal, (X, ρ) be a

separable metric space and A,Ak be any non-empty closed subsets of X .

We say that a double sequence of sets {Akj} is Wijsman I2-convergent to A, if

for each x ∈ X and for every ε > 0, {(k, j) ∈ N× N : |d(x,Akj)− d(x,A)| ≥ ε} ∈
I2. In this case, we write IW2 − lim

k,j→∞
d(x,Akj) = d(x,A).
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We say that the double sequence of sets {Akj} is Wijsman I∗
2 -convergent to A,

if there exists a set M2 ∈ F(I2) (i.e., N × N\M2 = H ∈ I2) such that for each

x ∈ X

lim
k,j→∞
(k,j)∈M2

d(x,Akj) = d(x,A).

In this case, we write I∗
W2

− lim
k,j→∞

d(x,Akj) = d(x,A).

Lemma 2.1.(8], Theorem 3.3). Let {Pi}∞i=1 be a countable collection of subsets

of N × N such that Pi ∈ F (I2) for each i, where F(I2) is a filter associate with

a strongly admissible ideal I2 with the property (AP2). Then, there exists a set

P ⊂ N× N such that P ∈ F(I2) and the set P\Pi is finite for all i.

3 MAIN RESULTS

Throughout the paper we take (X, ρ) be a separable metric space, θ = {krj} be a

double lacunary sequence, I2 ⊆ 2N×N be a strongly admissible ideal and A,Akj be

non-empty closed subsets of X .

Definition 3.1. The sequence {Akj} is said to be Wijsman strongly I2-lacunary

convergent to A or Nθ [IW2 ]-convergent to A if for every ε > 0 and for each x ∈ X,

the set

A(ε, x) =

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| ≥ ε

}
∈ I2.

In this case, we write Akj → A (Nθ [IW2 ]) .

Theorem 3.2. If {Akj} is Wijsman strongly lacunary convergent to A, then it is

Wijsman strongly I2-lacunary convergent to A.

Proof. Let {Akj} is Wijsman strongly lacunary convergent to A. For every ε > 0

and for each x ∈ X there exists k0 = k0(ε, x) ∈ N such that
1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| < ε,
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for all k, j ≥ k0. Then, we have

T (x, ε) =

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d (x,Akj)− d (x,A)| ≥ ε

}

⊂ {1, 2, · · · , k0 − 1} .

Since I2 is a strongly admissible ideal we have {1, 2, · · · , k0 − 1} ∈ I2 and so

T (x, ε) ∈ I2. This completes the proof.

Definition 3.3. The sequence {Akj} is Wijsman I∗
2 -lacunary convergent to A if and

only if there exists a set M = {(k, j) ∈ N× N} such that M ′ = {(r, u) ∈ N× N :

(k, j) ∈ Iru} ∈ F(I2) for each x ∈ X,

lim
r,u→∞

1

hrhu

∑
(k,j)∈Iru

d(x,Akj) = d(x,A).

In this case, we write Akj → A
(
Nθ

(
I∗
W2

))
.

Definition 3.4. The sequence {Akj} is Wijsman strongly I∗
2 -lacunary convergent to

A if and only if there exists a set M = {(k, j) ∈ N× N} such that M ′ = {(r, u) ∈
N× N : (k, j) ∈ Iru} ∈ F(I2) for each x ∈ X,

lim
r,u→∞

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| = 0.

In this case, we write Akj → A
(
Nθ

[
I∗
W2

])
.

Theorem 3.5. If the sequence {Akj} is Wijsman strongly I∗
2 -lacunary convergent

to A, then {Akj} is Wijsman strongly I2-lacunary convergent to A.

Proof. Suppose that {Akj} is Wijsman strongly I∗
2 -lacunary convergent to A. Then,

there exists a set M = {(k, j) ∈ N×N} such that M ′ = {(r, u) ∈ N×N : (k, j) ∈
Iru} ∈ F(I2) for each x ∈ X,

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| < ε,
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for every ε > 0 and for all k, j ≥ k0 = k0(ε, x) ∈ N. Hence, for every ε > 0 and

for each x ∈ X we have

T (ε, x) =

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| ≥ ε

}

⊂ H ∪
(
M ′ ∩

(
({1, 2, ..., (k0 − 1)} × N) ∪ (N× {1, 2, ..., (k0 − 1)})

))
,

for N× N\M ′ = H ∈ I2. Since I2 is an admissible ideal we have

H ∪
(
M ′ ∩

(
({1, 2, ..., (k0 − 1)} × N) ∪ (N× {1, 2, ..., (k0 − 1)})

))
∈ I2

and so T (ε, x) ∈ I2. Hence, this completes the proof.

Theorem 3.6. Let I2 ⊆ 2N×N be a strongly admissible ideal with property (AP2).

If {Akj} is Wijsman strongly I2-lacunary convergent to A, then {Akj} is Wijsman

strongly I∗
2 -lacunary convergent to A.

Proof. Suppose that {Akj} is Wijsman strongly I2-lacunary convergent to A. Then,

for every ε > 0 and for each x ∈ X

T (ε, x) =

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| ≥ ε

}
∈ I2.

Put

T1 =

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| ≥ 1

}

and

Tp =

{
(r, u) ∈ N× N :

1

p
≤ 1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| < 1

p− 1

}
,

for p ≥ 2 and p ∈ N. It is clear that Ti ∩ Tj = ∅ for i ̸= j and Ti ∈ I2 for

each i ∈ N. By property (AP2) there exits a sequence of sets {Vp}p∈N such that
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Tj∆Vj is included in finite union of rows and columns in N × N for each j and

V =
∞∪
j=1

Vj ∈ I2. We prove that for each x ∈ X

lim
r,u→∞

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| = 0,

for M = N × N\V ∈ F (I2). Let δ > 0 be given. Choose q ∈ N such that
1

q
< δ.

Then, for each x ∈ X .{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| ≥ δ

}
⊂

q−1∪
j=1

Tj .

Since Tj∆Vj is a finite set for j ∈ {1, 2, · · · , q − 1}, there exists n0 ∈ N such that(
q−1∪
j=1

Tj

)
∩ {(k, j) ∈ N× N : k ≥ n0 ∧ j ≥ n0}

=

(
q−1∪
j=1

Vj

)
∩ {(k, j) ∈ N× N : k ≥ n0 ∧ j ≥ n0} .

If k, j ≥ n0 and (k, j) /∈ V, then

(k, j) /∈
q−1∪
j=1

Vj and so (k, j) /∈
q−1∪
j=1

Tj .

Thus, for each x ∈ X we have

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| < 1

q
< δ.

This implies that

lim
r,u→∞

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| = 0.

Hence, for each x ∈ X we have Akj → A
(
Nθ

[
I∗
W2

])
. This completes the proof.
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Definition 3.7. The sequence {Akj} is Wijsman strongly lacunary Cauchy if for

every ε > 0 and for each x ∈ X, there exists k0 = k0(ε, x) ∈ N such that

1

hrhu

∑
(k,j),(s,t)∈Iru

|d(x,Akj)− d(x,Ast)| < ε,

for every k, j, s, t ≥ k0.

Definition 3.8. The sequence {Akj} is Wijsman strongly I2-lacunary Cauchy se-

quence if for each ε > 0 and x ∈ X , there exists numbers s = s(ε, x), t = t(ε, x) ∈
N such that

A(ε, x) =

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,Ast)| ≥ ε

}
∈ I2.

Theorem 3.9. If {Akj} is Wijsman strongly lacunary Cauchy sequence, then {Akj}
is Wijsman strongly I2-lacunary Cauchy sequence of sets.

Proof. The proof is routine verification so we omit it.

Theorem 3.10. If {Akj} is Wijsman strongly I2-lacunary convergent then {Akj} is

Wijsman strongly I2-lacunary Cauchy sequence.

Proof. Let {Akj} is Wijsman strongly I2-lacunary convergent to A. Then, for every

ε > 0 and for each x ∈ X , we have

T
(ε
2
, x
)
=

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| ≥ ε

2

}
∈ I2.

Since I2 is a strongly admissible ideal, the set

T c
(ε
2
, x
)
=

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| < ε

2

}
is non-empty and belongs to F (I2). So, we can choose positive integers r, u such

that (r, u) /∈ T ( ε
2
, x), we have

1

hrhu

∑
(k0,j0)∈Iru

|d(x,Ak0j0)− d(x,A)| < ε

2
.
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Now, we define the set

B(ε, x) =

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j),(k0,j0)∈Iru

|d(x,Akj)− d(x,Ak0j0)| ≥ ε

}
.

We show that B(ε, x) ⊂ T ( ε
2
, x). Let (r, u) ∈ B(ε, x) then, we have

ε ≤ 1

hrhu

∑
(k,j),(k0,j0)∈Iru

|d(x,Akj)− d(x,Ak0j0)|

≤ 1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)|+ 1

hrhu

∑
(k0,j0)∈Iru

|d(x,Ak0j0)− d(x,A)|

<
1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)|+ ε

2
.

This implies that

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,A)| > ε

2

and therefore (r, u) ∈ T ( ε
2
, x). Hence, we have B(ε, x) ⊂ T ( ε

2
, x). This shows that

{Akj} is Wijsman strongly I2-lacunary Cauchy sequence.

Definition 3.11. The sequence {Akj} is Wijsman strongly I∗
2 -lacunary Cauchy se-

quence if for every ε > 0 and for each x ∈ X , there exists a set M = {(k, j) ∈
N × N} such that M ′ = {(r, u) ∈ N × N : (k, j) ∈ Iru} ∈ F(I2) and a number

N = N(ε, x) ∈ N such that

1

hrhu

∑
(k,j),(s,t)∈Iru

|d(x,Akj)− d(x,Ast)| < ε

for every k, j, s, t ≥ N.

Theorem 3.12. If the double sequence {Akj} is a Wijsman strongly I∗
2 -lacunary

Cauchy sequence then {Akj} is a Wijsman strongly I2-lacunary Cauchy sequence

of sets.
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Proof. Suppose that {Akj} is a Wijsman strongly I∗
2 -lacunary Cauchy sequence.

Then, for every ε > 0 and for each x ∈ X , there exists a set M = {(k, j) ∈ N×N}
such that M ′ = {(r, u) ∈ N × N : (k, j) ∈ Iru} ∈ F(I2) and a number k0 =

k0(ε, x) ∈ N such that

1

hrhu

∑
(k,j),(s,t)∈Iru

|d(x,Akj)− d(x,Ast)| < ε

for every k, j, s, t ≥ k0.

Let H = N× N\M ′. It is obvious that H ∈ I2 and

T (ε, x) =

{
(r, u) ∈ N× N : 1

hrhu

∑
(k,j),(s,t)∈Iru

|d(x,Akj)− d(x,Ast)| ≥ ε

}
⊂ H ∪

(
M ′ ∩

(
({1, 2, ..., (k0 − 1)} × N) ∪ (N× {1, 2, ..., (k0 − 1)})

))
.

As I2 be a strongly admissible ideal then,

H ∪
(
M ′ ∩

(
({1, 2, ..., (k0 − 1)} × N) ∪ (N× {1, 2, ..., (k0 − 1)})

))
∈ I2.

Therefore, we have T (ε, x) ∈ I2, that is, {Akj} is a Wijsman strongly I2-lacunary

Cauchy sequence of sets.

Combining Theorem 3.5 and Theorem 3.10, we have following Theorem:

Theorem 3.13. If the double sequence {Akj} is a Wijsman strongly I∗
2 -lacunary

convergence then {Akj} is a Wijsman strongly I2-lacunary Cauchy sequence of

sets.

Theorem 3.14. If I2 ⊂ 2N×N is an admissible ideal with the property (AP2) then

the concepts Wijsman strongly I2-lacunary Cauchy double sequence and Wijsman

strongly I∗
2 -lacunary Cauchy double sequence of sets coincide in X .

Proof. If a sequence is Wijsman strongly I∗
2 -lacunary Cauchy sequence, then it is

Wijsman strongly I2-lacunary Cauchy sequence of sets by Theorem 3.12, where I2

need not have the property (AP2).
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Now, it is sufficient to prove that a sequence {Akj} in X is a Wijsman strongly

I∗
2 -lacunary Cauchy sequence under assumption that it is a Wijsman strongly I2-

lacunary Cauchy sequence. Let {Akj} in X be a Wijsman strongly I2-lacunary

Cauchy sequence. Then, for every ε > 0 and for each x ∈ X , there exists numbers

s = s(ε, x), t = t(ε, x) ∈ N such that

A(ε, x) =

{
(r, u) ∈ N× N :

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,Ast)| ≥ ε

}
∈ I2.

Let

Pi =

{
(r, u) ∈ N× N : 1

hrhu

∑
(k,j)∈Iru |d(x,Akj)− d(x,Asiti)| < 1

i

}
;

(i = 1, 2, . . .),

where si = s(1\i), ti = t(1\i). It is clear that Pi ∈ F(I2), (i = 1, 2, · · · ). Since

I2 has the property (AP2), then by Lemma 2.1 there exists a set P ⊂ N× N such

that P ∈ F(I2) and P\Pi is finite for all i. Now, we show that

lim
k,n,s,t→∞

1

hrhu

∑
(k,j),(s,t)∈Iru

|d(x,Akj)− d(x,Ast)| = 0,

for each x ∈ X and for (k, j), (s, t) ∈ P . To prove this, let ε > 0 and m ∈ N
such that m > 2/ε. If (k, j), (s, t) ∈ P then P\Pm is a finite set, so there exists

v = v(m) such that (k, j), (s, t) ∈ Pm for all k, j, s, t > v(m). Therefore, for each

x in X ,

1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,Asmtm)| <
1

m

and

1

hrhu

∑
(s,t)∈Iru

|d(x,Ast)− d(x,Asmtm)| <
1

m
,
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for all k, j, s, t > v(m). Hence, it follows that

1

hrhu

∑
(k,j),(s,t)∈Iru

|d(x,Akj)− d(x,Ast)| ≤ 1

hrhu

∑
(k,j)∈Iru

|d(x,Akj)− d(x,Asmtm)|

+
1

hrhu

∑
(s,t)∈Iru

|d(x,Ast)− d(x,Asmtm)|

<
1

m
+

1

m
=

2

m
< ε,

for all k, j, s, t > v(m) and for each x in X . Thus, for any ε > 0 there exists v = v(ε)

such that for k, j, s, t > v(ε) and (k, j), (s, t) ∈ P ∈ F(I2)

1

hrhu

∑
(k,j),(s,t)∈Iru

|d(x,Akj)− d(x,Ast)| < ε,

for each x in X . This shows that the sequence {Akj} in X is Wijsman strongly I∗
2 -lacunary

Cauchy sequence of sets.

References

[1] Aubin, J.-P. and Frankowska, H., Set-valued analysis, Birkhauser, Boston, (1990).

[2] Baronti, M. and Papini, P., Convergence of sequences of sets, In: Methods of func-

tional analysis in approximation theory, ISNM 76, Birkhauser-Verlag, Basel, pp. 133-

155, (1986).

[3] Beer, G., On convergence of closed sets in a metric space and distance functions, Bull.

Aust. Math. Soc. 31 (1985), 421–432.

[4] Beer, G., Wijsman convergence: A survey, Set-Valued Var. Anal. 2 (1994), 77–94.

[5] Çakan, C. and Altay, B., Statistically boundedness and statistical core of double se-

quences, J. Math. Anal. Appl. 317 (2006) 690–697.
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[12] Kişi, Ö. and Nuray, F. A new convergence for sequences of sets, Abstract and

Applied Analysis, vol. 2013, Article ID 852796, 6 pages. http://dx.doi.org/10.-

1155/2013/852796.
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our iteration scheme is faster than some known iterative algorithms for the

contractive mapping. We support analytic proof by a numerical example in

which we approximate the fixed point by a computer using Matlab program.

We also prove convergence results for the nonexpansive mappings.

1 Introduction

Let D be a nonempty subset of a real normed space E and let T : D → D be

a mapping. Throughout this article, we assume that N is the set of all positive

integers. We consider that E is real Banach space and F (T ) denote the set of fixed

points of T , i. e., F (T ) = {x ∈ D : T x = x}. Now, let us recall some known

definitions.

Definition 1. A mapping T : D → D is said to be:

(i) L-Lipschitzian, if there exists a constant L > 0, such that ∥T x − T y∥ ≤
L∥x− y∥ for all x, y ∈ D,

(ii) nonexpansive [5] if ∥T x− T y∥ ≤ ∥x− y∥, for all x, y ∈ D,

(iii) contraction , if constant ρ ∈ (0, 1) such that ∥T x−T y∥ ≤ ρ∥x− y∥, for all

x, y ∈ D.

We recall some important well-defined iterations as follows :

(i) Picard iteration x1 = x ∈ D,

xn+1 = T xn, n ∈ N
(1.1)

The iterative method (1.1) is also called a Richardson iteration or method of

successive substitution.
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(ii) Mann iteration [8]x1 = x ∈ D,

xn+1 = (1− an)xn + anT xn, n ∈ N,
(1.2)

where {an} is a real sequence in (0, 1).

(iii) Ishikawa iteration [7]
x1 = x ∈ D,

xn+1 = (1− an)xn + anT yn,

yn = (1− bn)xn + bnT xn, n ∈ N,

(1.3)

where {an} and {bn} are real sequences in (0, 1).

(iv) Noor iteration [9]

x1 = x ∈ D,

xn+1 = (1− an)xn + anT yn,

yn = (1− bn)xn + bnT zn,

zn = (1− cn)xn + cnT xn, n ∈ N,

(1.4)

where {an}, {bn} and {cn} are real sequences in (0, 1).

(v) Agarwal et al. iteration [2]
x1 = x ∈ D,

xn+1 = (1− an)T xn + anT yn,

yn = (1− bn)xn + bnT xn, n ∈ N,

(1.5)

where {an} and {bn} are real sequences in (0, 1). They showed that the this

process converges at a rate that is the same as that the Picard iteration and

faster that the Mann iteration for contractions.
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(vi) Abbas and Nazir iteration [1]

x1 = x ∈ D,

xn+1 = (1− an)T yn + anT zn,

yn = (1− bn)T xn + bnT zn,

zn = (1− cn)xn + cnT xn, n ∈ N,

(1.6)

where {an}, {bn} and {cn} are real sequences in (0, 1). They showed that

this process converges faster than the Agarwal et al. [2] iteration process.

The following definitions about the rate of convergence are due to Berinde [3].

Definition 2. Let {αn} and {βn} be two sequences of positive numbers that con-

verge to α and β respectively, and assume that there exists

l = lim
n→∞

|αn − α|
|βn − β|

.

(1) If l = 0, then it can be said that {αn} converges faster to α than {βn} to β.

(2) If 0 < l < ∞, than it can be said that {αn} and {βn} have the same rate of

convergence.

Definition 3. Suppose that for two fixed point iteration process

∥µn − q∗∥ ≤ αn, ∀ n ∈ N,

∥λn − q∗∥ ≤ βn, ∀ n ∈ N,

are available, where {αn} and {βn} are two sequences of positive numbers (con-

verging to zero). If {αn} converges faster than {βn}, than {µn} converges faster

than {λn} to q∗.

In this consequence, whenever we talk about the rate of convergence, we refer

to given by the above definitions.
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The foregoing discussion arose a natural question :

Recently, Thakur et al. [15] posed the following question :

Question 1. Is it possible to develop an iteration process whose rate of convergence

is faster than the Abbas and Nazir iteration ?

As an answer, they introduced the following iteration process:

x1 = x ∈ D,

xn+1 = (1− an)T xn + anT yn,

yn = (1− bn)zn + bnT zn,

zn = (1− cn)xn + cnT xn, n ∈ N,

(1.7)

where {an}, {bn} and {cn} are real sequences in (0, 1). They showed that this

process converges faster then at a Abbas and Nazir iteration (1.6) for contractions.

Having this in mind, we pose the following question:

Question 2. Is it possible to develop an iteration process whose rate of convergence

is even faster than the iteration (1.7) ?

As an answer, we introduced the following iteration process:

x1 = x ∈ D,

xn+1 = (1− an)T zn + anT yn,

yn = (1− bn)zn + bnT zn,

zn = (1− cn)xn + cnT xn, n ∈ N,

(1.8)

where {an}, {bn} and {cn} are real sequences in (0, 1).

The following Example of Thakur et al.[15]:

Example 1.1. Let E = R and D = [1, 50]. Let T : D → D be a mapping defined

by T (x) =
√
x2 − 8x+ 40 for all x ∈ D. Choose an = 0.85, bn = 0.65, cn = 0.45

with the initial value x1 = 40.

From this Example 1.1 we compute that our iteration scheme (1.8) converges at
a rate faster then the existing iteration process mentioned above.
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The iterative sequence generated by the proposed method converges at

q∗ = 5.00000000000000. The above comparison table also shows that the iterative

sequence generated by the proposed iterative method (1.8) converges faster than

some well known iterative methods (see Figure 1 below).

Figure 1.1: Convergence analysis of iteration schemes

We recall the following. Let R = {x ∈ E : ∥x∥ = 1} and let E∗ be the dual of E,

that is, the space of all continuous linear functional f on E. The space E has:

(a) Gateaux differentiable norm if

lim
t→0

∥x+ ty∥ − ∥x∥
t

,

exists for each x and y in R.

(b) Fréchet-differentiable norm (see, e.g., [14]) if for each x in R, the above limit

exists and is attained uniformly for y in E, and in this case it is also well know that

⟨g, J(x)⟩+1

2
∥x∥2 ≤ 1

2
∥x+g∥2 ≤ ⟨g, J(x)⟩+1

2
∥x∥2+d(∥g∥), ∀ x, g ∈ E, (1.9)
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where J is the Fréchet-derivative of the functional 1
2
∥ . ∥2 at x ∈ E, ⟨. , .⟩ is the

pairing between E and E∗ and d is an increasing function defined on [0, ∞) such

that lim
t→0

d(t)
t

= 0.

(c) Opial condition [10] if for each sequence {xn} in E such that {xn} converges

weakly to x implies that

lim
n→∞

sup ∥xn − x∥ < lim
n→∞

sup ∥xn − y∥, (1.10)

for all y ∈ E with y ̸= x.

2 Preliminaries

Definition 4. A mapping T : D → E is demiclosed at y ∈ E if for each sequence

{xn} in D and x ∈ E, xn ⇀ x and T xn → y imply that x ∈ D and T x = y.

Definition 5. [13] A mapping T : D → D, where D is a convex subset of Banach

space E, is said to satisfy condition (I) if there exists a nondecreasing function

f : [0, ∞) → [0, ∞) with f(0) = 0, f(r) > 0 for all r ∈ (0, ∞) such that

∥x − T x∥ = f(d(x, F (T ))) for all x ∈ D where d(x, F (T )) = inf{∥x − q∗∥ :

q∗ ∈ F (T )}.

The following Lemmas play an important role in this paper:

Lemma 2.1. [12] Suppose that E is a uniformly convex Banach space and 0 ≤
p ≤ tn < 1 for all n ∈ N. Let {xn} and {yn} be two sequences of E such that

lim supn→∞ ∥x∥ ≤ r, lim supn→∞ ∥y∥ ≤ r and lim supn→∞ ∥tnxn+(1−tn)yn∥ =

r hold for some r ≥ 0. Then limn→∞ ∥xn − yn∥ = 0.

Lemma 2.2. [4] Let E be a uniformly convex Banach space and let D be a nonempty

closed convex subset of E. Let T : D → D be a nonexpansive mapping, then I−T
is demiclosed with respect to zero.
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3 Convergence theorems

In this section, we give some convergence theorems using our iteration scheme

(1.8).

Theorem 3.1. Let D be a nonempty closed convex subset of a uniformly convex

Banach space E. Let T : D → D be a nonexpansive mapping on D. Let {xn} be

defined by the iteration scheme (1.8) where {an}, {bn} and {cn} are in [ϵ, 1 − ϵ]

for all n ∈ N and for some ϵ ∈ (0, 1). Assume F (T ) is nonempty and q∗ ∈ F (T ),

then limn→∞ ∥xn − T xn∥ = 0.

Proof. As q∗ ∈ F (T ). From (1.8), we get

∥xn+1 − q∗∥ = ∥(1− an)T zn + anT yn − q∗∥

≤ (1− an)∥zn − q∗∥+ an∥yn − q∗∥

≤ (1− an)
[
(1− cn)∥xn − q∗∥+ cn∥xn − q∗∥

]
+ an

[
(1− bn)∥zn − q∗∥+ bn∥zn − q∗∥

]
≤ (1− an)∥xn − q∗∥+ an∥zn − q∗∥

≤ (1− an)∥xn − q∗∥+ an
[
(1− cn)∥xn − q∗∥+ cn∥xn − q∗∥

]
(3.1)

≤ (1− an)∥xn − q∗∥+ an∥xn − q∗∥

= ∥xn − q∗∥ (3.2)

Thus limn→∞ ∥xn − q∗∥ exists. Assume that limn→∞ ∥xn − q∗∥ = α. Again, from

(1.8)

∥zn − q∗∥ ≤ (1− cn)∥∥xn − q∗∥+ cn∥xn − q∗∥ = ∥xn − q∗∥,

implies that

lim sup
n→∞

∥zn − q∗∥ ≤ α. (3.3)
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Similarly, we have

∥yn − q∗∥ ≤ (1− bn)∥zn − q∗∥+ bn∥zn − q∗∥ = ∥zn − q∗∥

≤ (1− cn)∥xn − q∗∥+ cn∥xn − q∗∥ = ∥xn − q∗∥,

implies that

lim sup
n→∞

∥yn − q∗∥ ≤ α. (3.4)

Since T is nonexpansive mapping, it follows that

∥T xn − q∗∥ ≤ ∥xn − q∗∥

∥T yn − q∗∥ ≤ ∥yn − q∗∥

and

∥T zn − q∗∥ ≤ ∥zn − q∗∥

Taking lim sup on both sides, we take

lim sup
n→∞

∥T xn − q∗∥ ≤ α, (3.5)

lim sup
n→∞

∥T yn − q∗∥ ≤ α, (3.6)

and

lim sup
n→∞

∥T zn − q∗∥ ≤ α. (3.7)

Again,

α = lim
n→∞

∥xn+1 − q∗∥ = lim
n→∞

∥(1− an)(T zn − q∗) + an(T yn − q∗)∥,
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by Lemma 2.1, we have

lim
n→∞

∥T zn − T yn∥ = 0. (3.8)

Now

∥xn+1 − q∗∥ = ∥(1− an)T zn + anT yn − q∗∥

≤ ∥T zn − q∗∥+ an∥T yn − T zn∥,

yields that

α ≤ lim inf
n→∞

∥T zn − q∗∥, (3.9)

so that (3.7) and (3.9) give

lim
n→∞

∥T zn − q∗∥ = α. (3.10)

On the other hand, we take

∥T zn − q∗∥ ≤ ∥T zn − T yn∥+ ∥T yn − q∗∥ ≤ ∥T zn − T yn∥+ ∥yn − q∗∥,

which yields

α ≤ lim inf
n→∞

∥yn − q∗∥. (3.11)

From (3.4) and (3.11) we get

lim
n→∞

∥yn − q∗∥ = α.

Similarly, we have

∥T yn − q∗∥ ≤ ∥T yn − T zn∥+ ∥T zn − q∗∥ ≤ ∥T yn − T zn∥+ ∥zn − q∗∥,

which yields

α ≤ lim inf
n→∞

∥zn − q∗∥. (3.12)
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so that (3.3) and (3.12)

lim
n→∞

∥zn − q∗∥ = α.

Thus

α = lim
n→∞

∥zn − q∗∥

= lim
n→∞

∥(1− cn)xn + cnT xn − q∗∥

= lim
n→∞

∥(1− cn)(xn − q∗) + cn(T xn − q∗)∥,

by using Lemma 2.1, we have

lim
n→∞

∥xn − T xn∥ = 0.

This completes the proof.

Lemma 3.2. Assume that the conditions of Theorem 3.1 are satisfied. Then, for any

q∗1, q
∗
2 ∈ FT , limn → ∞⟨xn, J(q

∗
1 − q∗2)⟩ exists. In particular,

⟨p− q, J(q∗1 − q∗2)⟩ = 0 for all p, q ∈ ωw(xn), the set of all weak limits of {xn}.

Proof. The proof of Lemma 3.2 is similar to the proof of Lemma 2.3 of Khan and

Kim [6].

Theorem 3.3. Let D be a nonempty closed convex subset of uniformly convex Ba-

nach space E and let T : D → D be a nonexpansive mapping on D. Let {xn} be

defined by the iteration scheme (1.8) where {an}, {bn} and {cn} are in [ϵ, 1 − ϵ]

for all n ∈ N and for some ϵ ∈ (0, 1). Suppose F (T ) is nonempty and q∗ ∈ F (T ).

Assume that any of the following conditions hold:

(i) E satisfies Opial’s condition,

(ii)E has a Fréchet-differentiable norm.

Then {xn} converges weakly to a fixed point of F (T ).
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Proof. Let q∗ ∈ F (T ), then limn→∞ ∥xn − q∗∥ exists by Theorem 3.1. Now, we

prove that {xn} has unique weak subsequential limit in F (T ). Let µ and λ be weak

limits of the subsequences {xnj
} and {xnk

} of {xn}, respectively. From Theorem

3.1, limn→∞ ∥xn − T xn∥ = 0 and I − T is demiclosed with respect to zero by

Lemma 2.2, so we obtain T µ = µ. In similar manner, we have λ ∈ F (T ).

Next, we show that the uniqueness.

Now, first assume that condition (i) is true. If µ ̸= λ, then , from Opial condition,

lim
n→∞

∥xn − µ∥ = lim
nj→∞

∥xnj
− µ∥ < lim

nj→∞
∥xnj

− λ∥ = limn → ∞∥xn − λ∥

= lim
nj→∞

∥xnj
− λ∥ < lim

nj→∞
∥xnj

− µ∥ = lim
n→∞

∥xn − µ∥.

This is a contradiction, so µ = λ.

Next, assume condition (ii) holds. From Lemma 3.2, ⟨p − q, J(q∗1 − q∗2)⟩ = 0 for

all p, q ∈ ωw(xn). Hence, ∥µ − λ∥2 = ⟨µ − λ, J(µ − λ)⟩ = 0 implies µ = λ.

Consequently, {xn} converges weakly to a point of F (T ) and this completes the

proof.

Theorem 3.4. Let D be a nonempty closed convex subset of uniformly convex Ba-

nach space E and let T : D → D be a nonexpansive mapping on D. Let {xn} be

defined by the iteration scheme (1.8) where {an}, {bn} and {cn} are in [ϵ, 1 − ϵ]

for all n ∈ N and for some ϵ ∈ (0, 1). Suppose F (T ) is nonempty and q∗ ∈ F (T ).

Then {xn} converges to a point of F (T ) if and only if lim infn→∞ d(xn, F (T )) = 0

where d(xn, F (T )) = inf{∥x− q∗∥ : q∗ ∈ F (T )}.

Proof. Necessity is obvious. Assume that lim infn→∞ d(xn, F (T )) = 0. As proved

in Theorem 3.1, limn→∞ ∥xn − w∥ exists for all w ∈ F (T ), therefore limn→∞

d(xn, F (T )) = 0 exists. However by assumption, lim infn→∞ d(xn, F (T )) = 0.

We will show that {xn} is a Cauchy sequence in D. As limn→∞ d(xn, F (T )) = 0,

for given ϵ > 0, there exists m0 in N such that for all n ≥ m0,

d(xn, F (T )) <
ϵ

2
.
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In particular, inf{∥xm0 − q∥ : q ∈ F (T )} < ϵ
2
. Therefore, there exists q ∈ F (T )

such that ∥xm0 − q∥ < ϵ
2
. Now, for m, n ≥ m0,

∥xn+m − xn∥ ≤ ∥xn+m − q∥+ ∥q − xn∥ ≤ 2∥xm0 − q∥ < ϵ.

Therefore, {xn} is a Cauchy sequence in D. As D is closed subset of a Banach

space E, so that there exists a point q ∈ D such that limn→∞ xn = q∗. Now

limn→∞ d(xn, F (T )) = 0 gives that limn→∞ d(q∗, F (T )) = 0, i. e., q∗ ∈
F (T ).

Theorem 3.5. Let D be a nonempty closed convex subset of uniformly convex Ba-

nach space E and let T : D → D be a nonexpansive mapping on D. Let {xn} be

defined by the iteration scheme (1.8) where {an}, {bn} and {cn} are in [ϵ, 1 − ϵ]

for all n ∈ N and for some ϵ ∈ (0, 1). Suppose F (T ) is nonempty and q∗ ∈ F (T ).

Let T satisfy Condition (I), then {xn} converges strongly to a fixed point T .

Proof. We proved in Theorem 3.1 that

lim
n→∞

∥xn − T xn∥ = 0. (3.13)

From Condition (I) and (3.13), we get

lim
n→∞

f(d(xn, F (T )) ≤ lim
n→∞

∥xn − T xn∥ = 0,

i. e., limn→∞ f(d(xn, F (T )) = 0. Since f : [0, ∞) → [0, ∞) is a nondecreasing

function satisfying f(0) = 0, f(r) > 0 for all r ∈ (0, ∞), hence we have

lim
n→∞

d(xn, F (T )) = 0.

Now all the conditions of Theorem 3.4 are satisfied, therefore , by its conclusion

{xn} converges strongly to a point of F (T ).
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4 Comparison results

In this section we show that our iteration scheme (1.8) converges faster than other

known scheme.

Theorem 4.1. Let E be a norm space and let D be a nonempty closed convex subset

of E. Let T : D → D be a contraction with a contraction factor ρ ∈ (0, 1) and

fixed point q∗. Let {un} be defined by the iteration scheme (1.7) and {xn} by (1.8),

where {an}, {bn} and {cn} are in [ϵ, 1−ϵ] for all n ∈ N and ϵ ∈ (0, 1). Then {xn}
converges faster than {un}. That is, our iteration scheme (1.8) converges faster

than (1.7).

Proof. As proved in Theorem 3 of Abbas and Nazir [1]

∥un+1 − q∗∥ ≤ ρn[1− (1− ρ)abc]n∥u1 − q∗∥, ∀ n ∈ N.

Let

αn = ρn[1− (1− ρ)abc]n∥u1 − q∗∥.

Now we get,

∥zn − q∗∥ = ∥(1− cn)xn + cnT xn − q∗∥

≤ (1− cn)∥xn − q∗∥+ ρcn∥xn − q∗∥

≤ (1− (1− ρ)cn)∥xn − q∗∥,

so that

∥yn − q∗∥ = ∥(1− bn)zn + bnT zn − q∗∥

≤ (1− bn)∥zn − q∗∥+ ρbn∥zn − q∗∥

≤ (1− (1− ρ)bn)∥zn − q∗∥

≤ (1− (1− ρ)bn)(1− (1− ρ)cn)∥xn − q∗∥.
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Thus

∥xn+1 − q∗∥ = ∥(1− an)T zn + anT yn − q∗∥

≤ (1− an)ρ∥zn − q∗∥+ ρan∥yn − q∗∥

≤ (1− an)ρ(1− (1− ρ)cn)∥xn − q∗∥+ ρan(1− (1− ρ)bn)(1− (1− ρ)cn)

∥xn − q∗∥

≤ ρ[(1− an)(1− (1− ρ)cn) + an(1− (1− ρ)bn)(1− (1− ρ)cn)]∥xn − q∗∥

≤ ρ(1− (1− ρ)cn)[(1− an) + an(1− (1− ρ)bn)]∥xn − q∗∥

≤ ρ(1− (1− ρ)cn)[(1− (1− ρ)anbn)]∥xn − q∗∥

≤ ρ[(1− (1− ρ)cn)− (1− (1− ρ)cn)(1− ρ)anbn)]∥xn − q∗∥

≤ ρ[1− (1− ρ)cn − (1− ρ)anbn + (1− ρ)2anbncn)]∥xn − q∗∥

≤ ρ[1− (1− ρ)anbncn − (1− ρ)anbncn + (1− ρ)2anbncn)]∥xn − q∗∥

= ρ[1− (1− ρ)(1 + ρ)anbncn]∥xn − q∗∥

= ρ[1− (1− ρ2)anbncn]∥xn − q∗∥.

Let

βn = ρn[1− (1− ρ2)abc]n∥x1 − q∗∥.

Then

βn

αn

=
ρn[1− (1− ρ2)abc]n∥x1 − q∗∥
ρn[1− (1− ρ)abc]n∥u1 − q∗∥

=
[1− (1− ρ2)abc]n∥x1 − q∗∥
[1− (1− ρ)abc]n∥u1 − q∗∥

→ 0 as n → ∞.

Consequently {xn} convergence faster than {un}.

Now, we present an example which shows that our iteration scheme (1.8) con-

verges at a rate faster than iteration process mentioned above in (1.7), (1.6), (1.5),

(1.4),(1.3), (1.2), (1.1).
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Remark 4.2. (1) Sahu [11] has already given an example that Agarwal et al. iter-

ation process (1.5) converges at a rate faster than both Picard iteration (1.1) and

Mann iteration process (1.2).

(2) Abbas and Nazir [1] established that the iteration process (1.6) convergence

faster than Agarwal et al. iteration process (1.5) and Picard iteration (1.1).

(3) Thakur et al.[15] established that the iteration process (1.7) converges faster

than mentioned above iteration process in (1.6), (1.5), (1.4),(1.3), (1.2), (1.1).

Example 4.3. Let E = R be the set of real numbers, D = [1, 50] and let an, bn, cn
be three sequences in [0, 1] define by

an = 0.75, bn = 0.55, cn = 0.35.

Let T : D → D be an operator defined by T =
√
x2 − 4x+ 20 for all x ∈ D.

Suppose initial value x1 = 40. The corresponding iteration process, mentioned

above in (1.7),(1.6), (1.5), (1.4),(1.3), (1.2), (1.1) are respectively given below.
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The iterative sequence generated by the proposed method converges at

q∗ = 5.00000000000000. The above comparison table also shows that the iterative

sequence generated by the proposed iterative method (1.8) converges faster than

some well known iterative methods (see Figure 2 below).

Figure 2: Convergence analysis of iteration schemes

5 Conclusion

In the foregoing discussion, our iterative scheme is proposed which enable us to

prove rate of convergence faster then some known iterative algorithms for con-

tractive mapping. We prove existence and some weak and strong convergence re-

sults for nonexpansive mappings in real Banach space. A comparison of our it-

erative scheme (1.8) to some known iterative algorithms such as (1.7),(1.6), (1.5),

(1.4),(1.3), (1.2), (1.1) reveals the fact that the iterative sequence generated by our

iterative scheme converges to common fixed point faster than to iterative sequence
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generated by some known iterative algorithms as shown in Example 4.3 and Exam-

ple 1.1 above.
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function g when generalized relative type (respectively generalized relative

weak type) of f and g with respect to another entire function h are given.

1 Notation and Preliminary Remarks.

We denote by C the set of all finite complex numbers. Let f be an entire function

defined on C. We use the standard notations and definitions in the theory of entire

functions which are available in [16]. In the sequel the following two notations are

used:

log[k] x = log
(
log[k−1] x

)
for k = 1, 2, 3, · · · ;

log[0] x = x

and

exp[k] x = exp
(
exp[k−1] x

)
for k = 1, 2, 3, · · · ;

exp[0] x = x.

Taking this into account the order (respectively, lower order) of an entire

function f is given by

ρf = lim sup
r→∞

log[2]Mf (r)

log r

(
respectively λf =

log[2] Mf (r)

log r

)
.

The rate of growth of an entire function generally depends upon order (lower

order) of it. The entire function with higher order is of faster growth than that of

lesser order. But if orders of two entire functions are same, then it is impossible

to detect the function with faster growth. In that case, it is necessary to compute

another class of growth indicators of entire functions called their types. So the type

σf of an entire function f is defined as:
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Definition 1. The type σf and lower type σf of an entire function f are defined as

σf = lim sup
r→∞

logMf (r)

rρf
and σf = lim inf

r→∞

logMf (r)

rρf
, 0 < ρf < ∞ .

In this connection Datta and Jha [4] introduced the definition of weak type of

an entire function of finite positive lower order in the following way:

Definition 2. [4] The weak type τf and the growth indicator τ f of an entire function

f of finite positive lower order λf are defined by

τ f = lim sup
r→∞

logMf (r)

rλf
and τf = lim inf

r→∞

logMf (r)

rλf
, 0 < λf < ∞ .

Let us recall that Sato [14] defined the generalized order and generalized

lower order of an entire function f , respectively, as follows:

ρ
[l]
f = lim sup

r→∞

log[l]Mf (r)

log r

(
respectively λ

[l]
f = lim inf

r→∞

log[l] Mf (r)

log r

)
where l is any positive integer. These definitions extended the order ρf and lower

order λf of an entire function f since these correspond to the particular case ρ
[2]
f =

ρf and λ
[2]
f = λf .

An entire function f of is said to be of regular generalized growth if its gen-

eralized order coincides with its generalized lower order, otherwise f is said to be

of irregular generalized growth.

The following two definitions are natural consequence of the above study:

Definition 3. [10] The generalized type σ
[l]
f and generalized lower type σ

[l]
f of an

entire function f are defined as

σ
[l]
f = lim sup

r→∞

log[l−1] Mf (r)

rρ
[l]
f

and σ
[l]
f = lim inf

r→∞

log[l−1]Mf (r)

rρ
[l]
f

, 0 < ρ
[l]
f < ∞.

where l ≥ 1. Moreover, when l = 2 then σ
[2]
f and σ

[2]
f are correspondingly denoted

as σf and σf .
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Similarly, extending the notion of weak type as introduced by Datta and Jha

[4], one can define generalized weak type to determine the relative growth of two

entire functions having same non zero finite generalized lower order in the follow-

ing manner:

Definition 4. [10] The generalized weak type τ
[l]
f for l ≥ 1 of an entire function f

of finite positive generalized lower order λ[l]
f are defined by

τ
[l]
f = lim inf

r→∞

log[l−1] Mf (r)

rλ
[l]
f

, 0 < λ
[l]
f < ∞.

Also one may define the growth indicator τ [l]f of an entire function f in the following

way :

τ
[l]
f = lim sup

r→∞

log[l−1] Mf (r)

rλ
[l]
f

, 0 < λ
[l]
f < ∞.

For l = 2, the above definition reduces to the classical definition as established by

Datta and Jha [4]. Also τf and τ f are stand for τ [2]f and τ
[2]
f .

Given a non-constant entire function f defined in the open complex plane C,
its maximum modulus function Mf is strictly increasing and continuous. Hence

there exists its inverse function M−1
f : (|f (0)| ,∞) → (0,∞) with lim

s→∞
M−1

f (s) =

∞.

Then Bernal {[1], [2]} introduced the definition of relative order of f with

respect to g, denoted by ρg (f) as follows:

ρg (f) = inf {µ > 0 : Mf (r) < Mg (r
µ) for all r > r0 (µ) > 0}

= lim sup
r→∞

logM−1
g Mf (r)

log r
.

This definition coincides with the classical one [15] if g = exp z. Similarly,

one can define the relative lower order of f with respect to g denoted by λg (f) as

λg (f) = lim inf
r→∞

logM−1
g Mf (r)

log r
.
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To compare the relative growth of two entire functions having same non zero

finite relative order with respect to another entire function, Roy [13] introduced the

notion of relative type of two entire functions in the following way:

Definition 5. [13] Let f and g be any two entire functions such that 0 < ρg (f) <

∞. Then the relative type σg (f) of f with respect to g is defined as :

σg (f)

= inf
{
k > 0 : Mf (r) < Mg

(
krρg(f)

)
for all sufficiently large values of r

}
= lim sup

r→∞

M−1
g Mf (r)

rρg(f)
.

Similarly, one can define the relative lower type of an entire function f with respect

to an entire function g denoted by σg (f) as follows :

σg (f) = lim inf
r→∞

M−1
g Mf (r)

rρg(f)
, 0 < ρg (f) < ∞ .

Analogously, to determine the relative growth of two entire functions having

same non zero finite relative lower order with respect to another entire function,

Datta and Biswas [9] introduced the definition of relative weak type of an entire

function f with respect to another entire function g of finite positive relative lower

order λg (f) in the following way:

Definition 6. [9] The relative weak type τg (f) of an entire function f with respect

to another entire function g having finite positive relative lower order λg (f) is de-

fined as:

τg (f) = lim inf
r→∞

M−1
g Mf (r)

rλg(f)
.

Also one may define the growth indicator τ g (f) of an entire function f with respect

to an entire function g in the following way :

τ g (f) = lim sup
r→∞

M−1
g Mf (r)

rλg(f)
, 0 < λg (f) < ∞ .
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Considering g = exp z one may easily verify that Definition 5 and Definition

6 are coincide with the classical definitions of type (lower type) and weak type of

entire functions respectively.

For entire functions, the notions of the growth indicators such as order and

type (weak type) are classical in complex analysis and during the past decades,

several researchers have already been exploring their studies in the area of compar-

ative growth properties of composite entire functions in different directions using

the classical growth indicators. But at that time, the concepts of relative order, rel-

ative type and relative weak type of entire functions and as well as their technical

advantages of not comparing with the growths of exp z are not at all known to the

researchers of this area. Therefore the studies of the growths of entire functions in

the light of their relative order, relative type and relative weak type are the prime

concern of this paper. In fact some light has already been thrown on such type of

works by Datta et al. in [3], [5], [6], [7], [8], [9] and [10]. Actually in this paper

we study some relative growth properties of entire functions with respect to another

entire function on the basis of generalized relative type and generalized relative

weak type.

Lahiri and Banerjee [12] gave a more generalized concept of relative order in

the following way:

Definition 7. [12] If l ≥ 1 is a positive integer, then the l- th generalized relative

order of f with respect to g, denoted by ρ
[l]
g (f) is defined by

ρ[l]g (f) = inf
{
µ > 0 : Mf (r) < Mg

(
exp[l−1] rµ

)
for all r > r0 (µ) > 0

}
= lim sup

r→∞

log[l]M−1
g Mf (r)

log r
.

Clearly ρ1g (f) = ρg (f) and ρ1exp z (f) = ρf .

Likewise one can define the generalized relative lower order of f with respect

to g denoted by λ
[l]
g (f) as

λ[l]
g (f) = lim inf

r→∞

log[l]M−1
g Mf (r)

log r
.
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Further to compare the relative growth of two entire functions having same

non zero finite generalized relative order with respect to another entire function,

Datta et al [10] give the definition of generalized relative type and generalized rel-

ative lower type of an entire function with respect to another entire function which

are as follows :

Definition 8. [10] The generalized relative type σ
[l]
f and generalized relative lower

type σ
[l]
f of an entire function f are defined as

σ[l]
g (f) = lim sup

r→∞

log[l−1] M−1
g Mf (r)

rρ
[l]
g (f)

and

σ[l]
g (f) = lim inf

r→∞

log[l−1] M−1
g Mf (r)

rρ
[l]
g (f)

, 0 < ρ[l]g (f) < ∞,

where l ≥ 1.

For l = 1, Definition 8 reduces to Definition 5.

Similarly to determine the relative growth of two entire functions having

same non zero finite generalized relative lower order with respect to another en-

tire function, one may introduce the concepts of generalized relative weak type of

an entire function with respect to another entire function in the following manner:

Definition 9. [10] The generalized relative weak type τ
[l]
g (f) of an entire function

f with respect to another entire function g having finite positive generalized relative

lower order λ[l]
g (f) is defined as:

τ [l]g (f) = lim inf
r→∞

log[l−1] M−1
g Mf (r)

rλ
[l]
g (f)

,

where l ≥ 1.

Further one may define the growth indicator τ [l]g (f) of an entire function f with

respect to an entire function g in the following way :

τ [l]g (f) = lim sup
r→∞

log[l−1]M−1
g Mf (r)

rλ
[l]
g (f)

, 0 < λ[l]
g (f) < ∞,

where l ≥ 1.
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Definition 9 also reduces to Definition 6 for particular l = 1.

Now a question may arise about the values of relative type (respectively rel-

ative weak type) of f with respect to an entire function g when generalized relative

type (respectively generalized relative weak type) of f and g with respect to another

entire function h are given. In this paper we intend to provide this answer under

some certain condition.

2 Lemma.

In this section we present some lemmas which will be needed in the sequel.

Lemma 1. [11] Let f , g and h be any three entire functions such that 0 < λm
h (f) ≤

ρmh (f) < ∞ and 0 < λ
[m]
h (g) ≤ ρ

[m]
h (g) < ∞ where m is any positive integer.

Then

λ
[m]
h (f)

ρ
[m]
h (g)

≤ λg (f) ≤ min

{
λ
[m]
h (f)

λ
[m]
h (g)

,
ρ
[m]
h (f)

ρ
[m]
h (g)

}

≤ max

{
λ
[m]
h (f)

λ
[m]
h (g)

,
ρ
[m]
h (f)

ρ
[m]
h (g)

}
≤ ρg (f) ≤

ρ
[m]
h (f)

λ
[m]
h (g)

.

The following two lemmas are immediately follows from Lemma 1:

Lemma 2. [11] Let f , g and h be any three entire functions such that 0 < λm
h (f) ≤

ρmh (f) < ∞ and 0 < λ
[m]
h (g) = ρ

[m]
h (g) < ∞ where m is any positive integer.

Then

ρg (f) =
ρ
[m]
h (f)

ρ
[m]
h (g)

and λg (f) =
λ
[m]
h (f)

λ
[m]
h (g)

.

Lemma 3. [11] Let f , g and h be any three entire functions such that 0 < λm
h (f) =

ρmh (f) < ∞ and 0 < λ
[m]
h (g) ≤ ρ

[m]
h (g) < ∞ where m is any positive integer.

Then

ρg (f) =
λ
[m]
h (f)

λm
h (g)

and λg (f) =
ρ
[m]
h (f)

ρ
[m]
h (g)

.
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3 Main Results.

In this section we state the main results of the chapter. We include the proof of

the first main Theorem 1 for the sake of completeness. The others are basically

omitted since they are easily proven with the same techniques or with some easy

reasoning.

Theorem 1. Let f , g and h be any three entire functions such that 0 < λm
h (f) ≤

ρmh (f) < ∞ and 0 < λ
[m]
h (g) = ρ

[m]
h (g) < ∞ where m is any positive integer.

Then[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

≤ σg (f) ≤ min


[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)


≤ max


[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

 ≤ σg (f) ≤

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

.

Proof. From the definitions of σ
[m]
h (f) and σ

[m]
h (f) we have for all sufficiently

large values of r that

M−1
h Mf (r) ≤ exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}
,

i.e., Mf (r) ≤ Mh

[
exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}]
(3.1)

and

M−1
h Mf (r) ≥ exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}
i.e., Mf (r) ≥ Mh

[
exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}]
. (3.2)

Also for a sequence of values of r tending to infinity we get that

M−1
h Mf (r) ≥ exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}
i.e., Mf (r) ≥ Mh

[
exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}]
(3.3)
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and

M−1
h Mf (r) ≤ exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}
i.e., Mf (r) ≤ Mh

[
exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}]
. (3.4)

Similarly from the definitions of σ[m]
h (g) and σ

[m]
h (g) it follows for all sufficiently

large values of r that

M−1
h Mg (r) ≤ exp[m−1]

{(
σ
[m]
h (g) + ε

)
rρ

[m]
h (g)

}
i.e., Mg (r) ≤ Mh

[
exp[m−1]

{(
σ
[m]
h (g) + ε

)
rρ

[m]
h (g)

}]
i.e., Mh (r) ≥ Mg


 log[m−1] r(

σ
[m]
h (g) + ε

)
 1

ρ
[m]
h

(g)

 , (3.5)

M−1
h Mg (r) ≥ exp[m−1]

{(
σ
[m]
h (g)− ε

)
rρ

[m]
h (g)

}
i.e., Mg (r) ≥ Mh

[
exp[m−1]

{(
σ
[m]
h (g)− ε

)
rρ

[m]
h (g)

}]
i.e., Mh (r) ≤ Mg


 log[m−1] r(

σ
[m]
h (g)− ε

)
 1

ρ
[m]
h

(g)

 (3.6)

and for a sequence of values of r tending to infinity we obtain that

M−1
h Mg (r) ≥ exp[m−1]

{(
σ
[m]
h (g)− ε

)
rρ

[m]
h (g)

}
i.e., Mg (r) ≥ Mh

[
exp[m−1]

{(
σ
[m]
h (g)− ε

)
rρ

[m]
h (g)

}]
i.e., Mh (r) ≤ Mg


 log[m−1] r(

σ
[m]
h (g)− ε

)
 1

ρ
[m]
h

(g)

 , (3.7)
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M−1
h Mg (r) ≤ exp[m−1]

{(
σ
[m]
h (g) + ε

)
rρ

[m]
h (g)

}
i.e., Mg (r) ≤ Mh

[
exp[m−1]

{(
σ
[m]
h (g) + ε

)
rρ

[m]
h (g)

}]
i.e., Mh (r) ≥ Mg


 log[m−1] r(

σ
[m]
h (g) + ε

)
 1

ρ
[m]
h

(g)

 . (3.8)

Now from (3.3) and in view of (3.5) we get for a sequence of values of r tending

to infinity that

M−1
g Mf (r) ≥ M−1

g Mh

[
exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}]
i.e., M−1

g Mf (r)

≥ M−1
g Mg


 log[m−1] exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}
(
σ
[m]
h (g) + ε

)


1

ρ
[m]
h

(g)



i.e., M−1
g Mf (r) ≥


(
σ
[m]
h (f)− ε

)
(
σ
[m]
h (g) + ε

)


1

ρ
[m]
h

(g)

· r
ρ
[m]
h

(f)

ρ
[m]
h

(g)

i.e.,
M−1

g Mf (r)

r

ρ
[m]
h

(f)

ρ
[m]
h

(g)

≥


(
σ
[m]
h (f)− ε

)
(
σ
[m]
h (g) + ε

)


1

ρ
[m]
h

(g)

.

As ε (> 0) is arbitrary, in view of Lemma 2 it follows that

lim sup
r→∞

M−1
g Mf (r)

rρg(f)
≥

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

i.e., σg (f) ≥

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

. (3.9)
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Analogously from (3.2) and in view of (3.8) it follows for a sequence of values of

r tending to infinity that

M−1
g Mf (r) ≥ M−1

g Mh

[
exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}]
i.e., M−1

g Mf (r)

≥ M−1
g Mg


 log[m−1] exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}
(
σ
[m]
h (g) + ε

)


1

ρ
[m]
h

(g)



i.e., M−1
g Mf (r) ≥


(
σ
[m]
h (f)− ε

)
(
σ
[m]
h (g) + ε

)


1

ρ
[m]
h

(g)

· r
ρ
[m]
h

(f)

ρ
[m]
h

(g)

i.e.,
M−1

g Mf (r)

r

ρ
[m]
h

(f)

ρ
[m]
h

(g)

≥


(
σ
[m]
h (f)− ε

)
(
σ
[m]
h (g) + ε

)


1

ρ
[m]
h

(g)

.

Since ε (> 0) is arbitrary, we get from above and Lemma 2 that

lim sup
r→∞

M−1
g Mf (r)

rρg(f)
≥

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

i.e., σg (f) ≥

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

. (3.10)

Again in view of (3.6) we have from (3.1) for all sufficiently large values of r that

M−1
g Mf (r) ≤ M−1

g Mh

[
exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}]
i.e., M−1

g Mf (r)

≤ M−1
g Mg


 log[m−1] exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}
(
σ
[m]
h (g)− ε

)


1

ρ
[m]
h

(g)


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i.e., M−1
g Mf (r) ≤


(
σ
[m]
h (f) + ε

)
(
σ
[m]
h (g)− ε

)


1

ρ
[m]
h

(g)

· r
ρ
[m]
h

(f)

ρ
[m]
h

(g)

i.e.,
M−1

g Mf (r)

r

ρ
[m]
h

(f)

ρ
[m]
h

(g)

≤


(
σ
[m]
h (f) + ε

)
(
σ
[m]
h (g)− ε

)


1

ρ
[m]
h

(g)

.

Since ε (> 0) is arbitrary, we obtain in view of Lemma 2 that

lim sup
r→∞

M−1
g Mf (r)

r
ρg(f)

≤

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

i.e., σg (f) ≤

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

. (3.11)

Again from (3.2) and in view of (3.5) we get for all sufficiently large values of r

that

M−1
g Mf (r) ≥ M−1

g Mh

[
exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}]
i.e., M−1

g Mf (r)

≥ M−1
g Mg


 log[m−1] exp[m−1]

{(
σ
[m]
h (f)− ε

)
rρ

[m]
h (f)

}
(
σ
[m]
h (g) + ε

)


1

ρ
[m]
h

(g)



i.e., M−1
g Mf (r) ≥


(
σ
[m]
h (f)− ε

)
(
σ
[m]
h (g) + ε

)


1

ρ
[m]
h

(g)

· r
ρ
[m]
h

(f)

ρ
[m]
h

(g)

i.e.,
M−1

g Mf (r)

r

ρ
[m]
h

(f)

ρ
[m]
h

(g)

≥


(
σ
[m]
h (f)− ε

)
(
σ
[m]
h (g) + ε

)


1

ρ
[m]
h

(g)

.



56 Sanjib Kumar Datta and Tanmay Biswas

As ε (> 0) is arbitrary, it follows from above and Lemma 2 that

lim inf
r→∞

M−1
g Mf (r)

r
ρg(f)

≥

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

i.e., σg (f) ≥

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

. (3.12)

Also in view of (3.7) , we get from (3.1) for a sequence of values of r tending to

infinity that

M−1
g Mf (r) ≤ M−1

g Mh

[
exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}]
i.e., M−1

g Mf (r)

≤ M−1
g Mg


 log[m−1] exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}
(
σ
[m]
h (g)− ε

)


1

ρ
[m]
h

(g)



i.e., M−1
g Mf (r) ≤


(
σ
[m]
h (f) + ε

)
(
σ
[m]
h (g)− ε

)


1

ρ
[m]
h

(g)

· r
ρ
[m]
h

(f)

ρ
[m]
h

(g)

i.e.,
M−1

g Mf (r)

r

ρ
[m]
h

(f)

ρ
[m]
h

(g)

≤


(
σ
[m]
h (f) + ε

)
(
σ
[m]
h (g)− ε

)


1

ρ
[m]
h

(g)

.

Since ε (> 0) is arbitrary, we get from Lemma 2 and above that

lim inf
r→∞

M−1
g Mf (r)

r
ρg(f)

≤

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

i.e., σg (f) ≤

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

. (3.13)
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Similarly from (3.4) and in view of (3.6) it follows for a sequence of values of r

tending to infinity that

M−1
g Mf (r) ≤ M−1

g Mh

[
exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}]
i.e., M−1

g Mf (r)

≤ M−1
g Mg


 log[m−1] exp[m−1]

{(
σ
[m]
h (f) + ε

)
rρ

[m]
h (f)

}
(
σ
[m]
h (g)− ε

)


1

ρ
[m]
h

(g)



i.e., M−1
g Mf (r) ≤


(
σ
[m]
h (f) + ε

)
(
σ
[m]
h (g)− ε

)


1

ρ
[m]
h

(g)

· r
ρ
[m]
h

(f)

ρ
[m]
h

(g)

i.e.,
M−1

g Mf (r)

r

ρ
[m]
h

(f)

ρ
[m]
h

(g)

≤


(
σ
[m]
h (f) + ε

)
(
σ
[m]
h (g)− ε

)


1

ρ
[m]
h

(g)

.

As ε (> 0) is arbitrary, we obtain from Lemma 2 and above that

lim inf
r→∞

M−1
g Mf (r)

r
ρg(f)

≤

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

i.e., σg (f) ≤

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

. (3.14)

Thus the theorem follows from (3.9) , (3.10) , (3.11) , (3.12) , (3.13) and (3.14) .

Theorem 2. Let f , g and h be any three entire functions such that 0 < λm
h (f) =

ρmh (f) < ∞ and 0 < λ
[m]
h (g) ≤ ρ

[m]
h (g) < ∞ where m is any positive integer.
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Then[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

≤ τg (f) ≤ min


[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)


≤ max


[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

 ≤ τ g (f) ≤

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

.

Proof. From the definitions of τ [m]
h (f) and τ

[m]
h (f) we have for all sufficiently large

values of r that

Mf (r) ≤ Mh

[
exp[m−1]

{(
τ
[m]
h (f) + ε

)
rλ

[m]
h (f)

}]
, (3.15)

Mf (r) ≥ Mh

[
exp[m−1]

{(
τ
[m]
h (f)− ε

)
rλ

[m]
h (f)

}]
(3.16)

and also for a sequence of values of r tending to infinity we get that

Mf (r) ≥ Mh

[
exp[m−1]

{(
τ
[m]
h (f)− ε

)
rλ

[m]
h (f)

}]
, (3.17)

Mf (r) ≤ Mh

[
exp[m−1]

{(
τ
[m]
h (f) + ε

)
rλ

[m]
h (f)

}]
. (3.18)

Similarly from the definitions of τ [m]
h (g) and τ

[m]
h (g) it follows for all sufficiently

large values of r that

M−1
h Mg (r) ≤ exp[m−1]

{(
τ
[m]
h (g) + ε

)
rλ

[m]
h (g)

}
i.e., Mg (r) ≤ Mh

[
exp[m−1]

{(
τ
[m]
h (g) + ε

)
rλ

[m]
h (g)

}]
i.e., Mh (r) ≥ Mg


 log[m−1] r(

τ
[m]
h (g) + ε

)
 1

λ
[m]
h

(g)

 , (3.19)

M−1
h Mg (r) ≥ exp[m−1]

{(
τ
[m]
h (g)− ε

)
rλ

[m]
h (g)

}
i.e., Mg (r) ≥ Mh

[
exp[m−1]

{(
τ
[m]
h (g)− ε

)
rλ

[m]
h (g)

}]
i.e., Mh (r) ≤ Mg


 log[m−1] r(

τ
[m]
h (g)− ε

)
 1

λ
[m]
h

(g)

 (3.20)
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and for a sequence of values of r tending to infinity we obtain that

M−1
h Mg (r) ≥ exp[m−1]

{(
τ
[m]
h (g)− ε

)
rλ

[m]
h (g)

}
i.e., Mg (r) ≥ Mh

[
exp[m−1]

{(
τ
[m]
h (g)− ε

)
rλ

[m]
h (g)

}]
i.e., Mh (r) ≤ Mg


 log[m−1] r(

τ
[m]
h (g)− ε

)
 1

λ
[m]
h

(g)

 , (3.21)

M−1
h Mg (r) ≤ exp[m−1]

{(
τ
[m]
h (g) + ε

)
rλ

[m]
h (g)

}
i.e., Mg (r) ≤ Mh

[
exp[m−1]

{(
τ
[m]
h (g) + ε

)
rλ

[m]
h (g)

}]
i.e., Mh (r) ≥ Mg


 log[m−1] r(

τ
[m]
h (g)− ε

)
 1

λ
[m]
h

(g)

 . (3.22)

Now using the same technique of Theorem 1, one can easily prove the con-

clusion of present theorem by the help of Lemma 3. Therefore the remaining part

of the proof of present theorem is omitted.

Similarly in the line of Theorem 1 and Theorem 2 and with the help of Lemma

2 and Lemma 3, one may easily prove the following two theorems and therefore

their proofs are omitted:

Theorem 3. Let f , g and h be any three entire functions such that 0 < λm
h (f) ≤

ρmh (f) < ∞ and 0 < λ
[m]
h (g) = ρ

[m]
h (g) < ∞ where m is any positive integer.

Then[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

≤ τg (f) ≤ min


[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)


≤ max


[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

 ≤ τ g (f) ≤

[
τ
[m]
h (f)

τmh (g)

] 1

λ
[m]
h

(g)

.
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Theorem 4. Let f , g and h be any three entire functions such that 0 < λm
h (f) =

ρmh (f) < ∞ and 0 < λ
[m]
h (g) ≤ ρ

[m]
h (g) < ∞ where m is any positive integer.

Then[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

≤ σg (f) ≤ min


[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)


≤ max


[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

 ≤ σg (f) ≤

[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

.

Now we state the following two theorems (proofs are left to the interested

readers) which can easily be carried out in the line of abve theorems and with the

help of Lemma 1:

Theorem 5. Let f , g and h be any three entire functions such that 0 < λm
h (f) ≤

ρmh (f) < ∞ and 0 < λ
[m]
h (g) ≤ ρ

[m]
h (g) < ∞ where m is any positive integer.

Then

max


[
σ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
σ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

 ≤ σg (f)

≤ min


[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
τ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)


and[

σ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

≤ σg (f)

≤ min


[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
τ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
τ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

 .
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Theorem 6. Let f , g and h be any three entire functions such that 0 < λm
h (f) ≤

ρmh (f) < ∞ and 0 < λ
[m]
h (g) ≤ ρ

[m]
h (g) < ∞ where m is any positive integer.

Then

max


[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
σ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
σ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)


≤ τ g (f) ≤

[
τ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

and

max


[
σ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
τ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

,

[
σ
[m]
h (f)

τ
[m]
h (g)

] 1

λ
[m]
h

(g)

 ≤ τg (f)

≤ min


[
τ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

,

[
τ
[m]
h (f)

σ
[m]
h (g)

] 1

ρ
[m]
h

(g)

 .

References

[1] Bernal, L., Crecimiento relativo de funciones enteras. Contribuci´on al estu-

dio de lasfunciones enteras con ´ındice exponencial finito, Doctoral Disserta-

tion, University of Seville, Spain, 1984.

[2] Bernal, L., Orden relative de crecimiento de funciones enteras , Collect.

Math., Vol. 39 (1988), pp. 209-229.

[3] Datta S. K. and Biswas, T., Growth of entire functions based on relative order,

Int. J. Pure Appl. Math., Vol. 51, No. 1 (2009), pp. 49-58.

[4] Datta, S. K. and Jha, A., On the weak type of meromorphic functions, Int.

Math. Forum, Vol. 4, No. 12(2009), pp. 569-579.



62 Sanjib Kumar Datta and Tanmay Biswas

[5] Datta, S. K. and Biswas, T., Relative order of composite entire functions and

some related growth properties, Bull. Cal. Math. Soc., Vol.102, No.3 (2010)

pp.259-266.

[6] Datta, S. K., Biswas, T. and Pramanik, D. C., On relative order and maximum

term -related comparative growth rates of entire functions, Journal of Tripura

Mathematical Society, Vol.14 (2012), pp. 60-68.

[7] Datta, S. K., Biswas, T. and Biswas, R., On relative order based growth esti-

mates of entire functions, International J. of Math. Sci. & Engg. Appls. (IJM-

SEA), Vol. 7, No. II (March, 2013), pp. 59-67.

[8] Datta, S. K., Biswas, T. and Biswas, R., Comparative growth properties of

composite entire functions in the light of their relative order, The Mathematics

Student, Vol. 82, No. 1-4 (2013), pp. 1-8.

[9] Datta, S. K. and Biswas, A., On relative type of entire and meromorphic func-

tions, Advances in Applied Mathematical Analysis, Vol. 8, No. 2 (2013), pp.

63-75.

[10] Datta, S. K., Biswas, T. and Ghosh, C., Growth analysis of entire functions

concerning generalized relative type and generalized relative weak type, Facta

Universitatis (NIS) Ser. Math. Inform, Vol 30, No. 3 (2015), pp. 295-324.

[11] Datta, S. K., Biswas, T. and Ghosh, C., On relative (p,q)-th order based growth

measure of entire functions, FILOMAT, Accepted for publication and to ap-

pear.

[12] Lahiri, B. K. and Banerjee, D., Generalised relative order of entire functions,

Proc. Nat. Acad. Sci. India, Vol. 72(A), No. IV (2002), pp. 351-271.

[13] Roy, C., Some properties of entire functions in one and several complex vari-

ables, Ph.D. Thesis, submitted to University of Calcutta, 2009.



Some results on generalized relative type and generalized relative weak type· · ·63

[14] Sato, D., On the rate of growth of entire functions of fast growth, Bull. Amer.

Math. Soc., Vol. 69 (1963), pp. 411-414.

[15] Titchmarsh, E.C., The theory of functions , 2nd ed. Oxford University Press,

Oxford, (1968).

[16] Valiron, G., Lectures on the General Theory of Integral Functions, Chelsea

Publishing Company, (1949).



The Aligarh Bulletin of Mathematics
Volume 35, Numbers 1-2 (2016) 65-79

ISSN: 0304-9787
Copyright c⃝ Department of Mathematics

Aligarh Muslim University, Aligarh-202 002, India

A SCHURER TYPE GENERALIZATION OF

SZÁSZ-MIRAKYAN TYPE OPERATORS

M. A. Siddiqui1, Rakesh Tiwari2 and Nandita Gupta3

1Department Of Mathematics,

Govt.V.Y.T.P.G. Autonomous College, Durg, Chhattisgarh, India.

e-mail: dr_m_a_siddiqui@yahoo.co.in
2 e-mail: rakeshtiwari66@gmail.com
3 e-mail: nandita_dec@yahoo.com

(Received April 6, 2016)

Abstract

In this paper we introduce a Schurer-type generalization of Szász

Mirakyan type operators and study their approximation properties. We also

give a Voronovskaya type theorem for these operators.

Keywords and phrases :Linear Positive Operators, Szász-Mirakyan operators, Voronovskaya

type theorem.
AMS Subject Classification : 41A36.



66 M. A. Siddiqui, Rakesh Tiwari and Nandita Gupta

1 Introduction

The Szász-Mirakyan operators are generalization of Bernstein operators to infinite

intervals. Szász [9] introduced linear positive operators on non-negative semi axes

known as Szász-Mirakyan operators

Sn(f ; x) = e−nx

∞∑
k=0

(nx)k

(k)!
f

(
k

n

)
, x ∈ R0 = [0,∞), n ∈ N (1.1)

f ∈ C(R0), the space of real-valued functions continuous on R0. Many generaliza-

tions of these operators have been studied by different researchers([1, 2, 3, 4]).

Schurer([7, 8]) type generalization was given for these operator (1.1) as follows.

Sn,p(f ; x) = e−(n+p)x

∞∑
k=0

((n+ p)x)k

(k)!
f

(
k

n

)
, x ∈ R0

= [0,∞), n ∈ N, p ∈ N0 = N ∪ {0}.

Firlej and Rempulska [5] introduced a modified Szász-Mirakyan operators:

S̄n(f ; x) =
f(0)

1 + sinh(nx)
+

1

1 + sinh(nx)

∞∑
k=0

(nx)2k+1

(2k + 1)!
f

(
2k + 1

n

)
,

x ∈ R0, n ∈ N. (1.2)

In [6] a Voronovskaya-type theorem was given for these operators.

We consider the following Szász-Mirakyan type operators of Schurer-type

An,p(f ; x) =

f(0)

1 + sinh((n+ p)x)
+

1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k+1

(2k + 1)!
f

(
2k + 1

n

)
(1.3)

for x ∈ R0, n ∈ N, p ∈ N0, f ∈ CB, the space of real-valued functions uniformly

continuous and bounded on R0. Clearly these are linear positive operators. For p=0

these operators reduce to the operators given in (1.2).
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Let

C2
B = {f ∈ CB ∩ C2(R0) : f

′; f ′′ ∈ CB}

and let the norm in CB be given by the formula

∥f∥ = sup
x∈R0

|f(x)|.

In the present paper we discuss approximation properties as well as Voronovskaya

type theorem for these Schurer ([7, 8]) type modification of Firlej and Rempulska

[5] type Szász-Mirakyan operators.

2 Auxiliary Results

In this section we give some basic results on the operators An,p. We will use the

following notations

T ((n+p)x) =
cosh((n+ p)x)

1 + sinh((n+ p)x)
and S((n+p)x) =

sinh((n+ p)x)

1 + sinh((n+ p)x)
(2.1)

where sinhx and coshx are elementary hyperbolic functions.

Thus we can see that

0 ≤ S((n+ p)x) ≤ 1 and 0 ≤ T ((n+ p)x) ≤ 1, n ∈ N, p ∈ N0, x ∈ R0 (2.2)

Firstly we give some properties of functions T ((n+ p)x) and S((n+ p)x).

Lemma 1. For n ∈ N, p ∈ N0, x ∈ R0, T ((n+p)x) and S((n+p)x) have following

properties.

lim
n→∞

T ((n+ p)x) =1 (2.3)

lim
n→∞

S((n+ p)x) =

{
1 if x > 0

0 if x = 0
(2.4)
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lim
n→∞

nx[T ((n+ p)x)− 1] =0 (2.5)

lim
n→∞

[S((n+ p)x)− T ((n+ p)x)] =0 (2.6)

lim
n→∞

nx[S((n+ p)x)− T ((n+ p)x)] =0 (2.7)

lim
n→∞

n2x2[S((n+ p)x)− T ((n+ p)x)] =0 (2.8)

Proof. By (2.1) we get

lim
n→∞

T ((n+ p)x) = lim
n→∞

[
1 + e−2(n+p)x

1 + 2e−(n+p)x − e−2(n+p)x

]
= 1

From (2.1) clearly for x = 0 , S((n+ p)x) = 0. For x > 0 we have

lim
n→∞

S((n+ p)x) = lim
n→∞

[
1− e−2(n+p)x

1 + 2e−(n+p)x − e−2(n+p)x

]
= 1

and

limn→∞ nx[T ((n+p)x)−1]

=
2nx

e2(n+p)x + 2e(n+p)x − 1
− 2nx

2 + e(n+p)x − e−(n+p)x
= 0

Again from (2.1)

[S((n+ p)x)− T ((n+ p)x)] =
−2

e2(n+p)x + 2e(n+p)x − 1

So that

lim
n→∞

[S((n+ p)x)− T ((n+ p)x)] = lim
n→∞

−2

e2(n+p)x + 2e(n+p)x − 1
= 0

lim
n→∞

nx[S((n+ p)x)− T ((n+ p)x)] = lim
n→∞

−2nx

e2(n+p)x + 2e(n+p)x − 1
= 0

and

lim
n→∞

n2x2[S((n+ p)x)− T ((n+ p)x)] = lim
n→∞

−2n2x2

e2(n+p)x + 2e(n+p)x − 1
= 0
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Lemma 2. For each n ∈ N, p ∈ N0 and x ∈ R0 we have,

An,p(1;x) = 1, (2.9)

An,p(t;x) =
(n+ p)x

n
T ((n+ p)x) (2.10)

An,p(t
2; x) =

((n+ p)x)2

n2
S((n+ p)x) +

(n+ p)x

n2
T ((n+ p)x) (2.11)

An,p(t
3;x)

=
1

n3

[
{((n+ p)x)3 + (n+ p)x}T ((n+ p)x) + 3((n+ p)x)2S((n+ p)x)

]
(2.12)

and

An,p(t
4;x) = 1

n4

[
{((n+ p)x)4 + 7((n+ p)x)2}S((n+ p)x)

+ {6((n+ p)x)3 + (n+ p)x}T ((n+ p)x)
]
. (2.13)

Proof. The first equality can be easily obtained by the very definition of the opera-

tors (1.3). Again from (1.3)

An,p(t;x) =
1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k+1

(2k + 1)!

(
2k + 1

n

)
=

1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k+1

n(2k)!

=
(n+ p)x

n

1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k

(2k)!

=
(n+ p)x

n

cosh((n+ p)x)

1 + sinh((n+ p)x)

=
(n+ p)x

n
T ((n+ p)x)
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An,p(t
2; x) =

1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k+1

(2k + 1)!

(
2k + 1

n

)2

=
1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k+1

(2k + 1)!

{(2k)(2k + 1) + (2k + 1)}
n2

=
1

1 + sinh((n+ p)x)

[
∞∑
k=1

((n+ p)x)2k+1

n2(2k − 1)!
+

∞∑
k=0

((n+ p)x)2k+1

n2(2k)!

]
=

1

1 + sinh((n+ p)x)[
((n+ p)x)2

n2

∞∑
k=0

((n+ p)x)2k+1

(2k + 1)!
+

(n+ p)x

n2

∞∑
k=0

((n+ p)x)2k

(2k)!

]
=

1

1 + sinh((n+ p)x)[
((n+ p)x)2

n2
sinh((n+ p)x) +

(n+ p)x

n2
cosh((n+ p)x)

]
=
((n+ p)x)2

n2
S((n+ p)x) +

(n+ p)x

n2
T ((n+ p)x)

Similarly again

An,p(t
3;x) =

1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k+1

(2k + 1)!

(
2k + 1

n

)3

=
1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k+1

n3(2k + 1)!{
(2k + 1)(2k)(2k − 1) + 3(2k + 1)(2k) + (2k + 1)

}
=

1

1 + sinh((n+ p)x)

[
{((n+ p)x)3 + (n+ p)x}

n3
cosh((n+ p)x)

+
3((n+ p)x)2

n3
× sinh((n+ p)x)

]
=

1

n3

[
{((n+ p)x)3 + (n+ p)x}T ((n+ p)x)

+ 3((n+ p)x)2S((n+ p)x)
]
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An,p(t
4;x) =

1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k+1

(2k + 1)!

(
2k + 1

n

)4

=
1

1 + sinh((n+ p)x)

∞∑
k=0

((n+ p)x)2k+1

n4(2k + 1)!

{
(2k + 1)(2k)(2k − 1)

(2k − 2) + 6(2k + 1)(2k)(2k − 1) + 7(2k + 1)(2k) + (2k + 1)
}

=
1

1 + sinh((n+ p)x)

[
{((n+ p)x)4 + 7((n+ p)x)2}

n4
sinh((n+ p)x)

+
{6((n+ p)x)3 + (n+ p)x}

n4
cosh((n+ p)x)

]
=

1

n4

[
{((n+ p)x)4 + 7((n+ p)x)2}S((n+ p)x)

+ {6((n+ p)x)3 + (n+ p)x}T ((n+ p)x)
]

Using above Lemma 2, we can easily get the following lemma.

Lemma 3. The following equalities hold for all x ∈ R0, p ∈ N0 and n ∈ N:

An,p(t− x;x) = x[T ((n+ p)x)− 1] +
px

n
T ((n+ p)x) (2.14)

An,p((t− x)2;x) =

x2[S((n+ p)x)− 2T ((n+ p)x) + 1] +
2px2

n
[S((n+ p)x)− T ((n+ p)x)]

+
p2x2

n2
S((n+ p)x) +

x

n
T ((n+ p)x) +

px

n2
T ((n+ p)x) (2.15)
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An,p((t− x)4;x)

=x4[7S((n+ p)x)− 8T ((n+ p)x) + 1] + 4x4
[
4p

n
+

3p2

n2
+
p3

n3

]
(S((n+ p)x)− T ((n+ p)x))− 6x3

n

[
2 +

4p

n
+

3p2

n2

]
(S((n+ p)x)

− T ((n+ p)x)) +
7x2

n2

[
1 +

2p

n

]
(S((n+ p)x)− T ((n+ p)x)) +

x2p2

n3[
6x+

7

n

]
S((n+ p)x) +

1

n2

[
3x2 +

10x2p

n
+

6x3p3

n2
+
px

n2

]
T ((n+ p)x)

(2.16)

Lemma 4. For every p ∈ N0, x ∈ R0, we have

(i) lim
n→∞

nAn,p(t− x; x) = px (2.17)

(ii) lim
n→∞

nAn,p((t− x)2; x) = x (2.18)

(iii) lim
n→∞

n2An,p((t− x)4;x) = 3x2 (2.19)

Proof. From (2.14) we have

nAn,p(t− x;x) =nx[T ((n+ p)x)− 1] + pxT ((n+ p)x)

thus using (2.3),(2.5)

lim
n→∞

nAn,p(t− x;x) = lim
n→∞

(nx[T ((n+ p)x)− 1] + pxT ((n+ p)x)) = px

From (2.15) we get

nAn,p((t− x)2; x)

=x[nx{S((n+ p)x)− T ((n+ p)x)}+ nx{1− T ((n+ p)x)}]

+ 2px2[S((n+ p)x)− T ((n+ p)x)] +
p2x2

n
S((n+ p)x) + xT ((n+ p)x)

+
px

n
T ((n+ p)x)
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Using (2.3)-(2.7) of Lemma 1 we get the desired result.

Finally from (2.16)

n2An,p((t− x)4;x)

=x2[7n2x2{S((n+ p)x)− T ((n+ p)x)}+ n2x2{1− T ((n+ p)x)}]

+ 4(4px3 − 3x2)× [nx(S((n+ p)x)− T ((n+ p)x))]

+

[
12p2x4 +

4p3x4

n
− 24x3p− 18x3p2

n
+ 7x2 +

14x2p

n

]
× [S((n+ p)x)− T ((n+ p)x)] + +

[
3x2 +

10x2p

n
+

6x3p3

n2
+
px

n2

]
T ((n+ p)x) +

x2p2

n

[
6x+

7

n

]
S((n+ p)x)

Again using (2.3)-(2.8) of Lemma 1 we obtain (2.19).

Now we give some results in the lines of results proved in [6].

Lemma 5. For n, r ∈ N and fixed p ∈ N0, x ≥ 0

xr|S((n+ p)x)− T ((n+ p)x)| ≤ 2r!(n+ p)−r (2.20)

xr|1− T ((n+ p)x)| ≤ 2r!(n+ p)−r (2.21)

xr|1− S((n+ p)x)| ≤ 2r!(n+ p)−r (2.22)

(2.23)

Proof. By definition of S(nx) and T (nx), we have for every n ∈ N, r ∈ N, p ∈ N0

and x ≥ 0

xr|S((n+p)x)−T ((n+p)x)|

=
2xre−(n+p)x

2 + e(n+p)x − e−(n+p)x
≤ 2xr

e(n+p)x + 1
≤ 2r!(n+ p)−r

xr|1− S((n+ p)x)| = 2xr

2 + e(n+p)x − e−(n+p)x
≤ 2xr

e(n+p)x + 1
≤ 2r!(n+ p)−r
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similarly

xr|1− T ((n+ p)x)| ≤ 2r!(n+ p)−r

Lemma 6. The following inequality holds for every fixed p ∈ N0 and x0 ∈ R0 and

for all n ∈ N

An,p((t− x0)
2; x0) ≤

8(1 + x0 + p) + px0(1 + px0)

n
(2.24)

Proof. From (2.15)

An,p((t− x0)
2;x0) ≤ x20|S((n+ p)x0)− T ((n+ p)x0)|+ x20|1− T ((n+ p)x0)|

+
2px20
n

|S((n+ p)x0)− T ((n+ p)x0)|+
p2x20
n2

|S((n+ p)x0)|

+
x0
n
|T ((n+ p)x0)|+

px0
n2

|T ((n+ p)x0)|

Using (2.2), (2.20) and (2.21)

An,p((t− x0)
2; x0) ≤2(2!(n+ p)−2) + 2(2!(n+ p)−2) + 2(2!(n+ p)−2)

2p

n

+
p2x20
n2

+
x0
n

+
px0
n2

Since for all n ∈ N and fixed p ∈ N0, 1
n+p

≤ 1
n

and 1
n2 <

1
n

we obtain

An,p((t− x0)
2; x0) ≤

8(1 + x0 + p) + px0(1 + px0)

n

3 Convergence of Operators An,p

In this section we prove the convergence of the operators An,p(f) to the function f

with the help of the well known Korovkin’s theorem.



A Schurer Type Generalization of Szász-Mirakyan Type Operators 75

Theorem 1. Let f ∈ C[0,∞)] and fix p ∈ N0 then An,p(f)) converge uniformly to

f on [0,∞).

Proof. From Lemma 1 and 2 we get

lim
n→∞

An,p(ei;x) = ei(x)

for i = 0, 1, 2 , where ei(x) = xi.

On applying Korovkin’s theorem we get the desired result.

4 Voronovskaya Type Theorems

In this section we give Voronovskaya-type theorem for the operators An,p. Firstly

we give a lemma that will help in establishing the Voronovskaya-type theorem

Lemma 7. Let x0 be a fixed point in R0 and φ(t;x0)is a given function belonging

to CB and such that

lim
t→x0

φ(t;x0) = 0

(
lim
t→0+

φ(t; 0) = 0

)
Then for each fixed p ∈ N0

lim
n→∞

An,p(φ(t;x0); x0) = 0.

Proof. By (1.3) we have for n ∈ N and fixed x0 ≥ 0, p ∈ N0

An,p(φ(t;x0);x0) =
1

1 + sinh((n+ p)x0)

∞∑
k=0

((n+ p)x0)
2k+1

(2k + 1)!
φ

(
2k + 1

n
;x0

)
Choose ϵ > 0. Since φ(·; x0) ∈ CB, there exists a positive constant δ ≡ δ(ϵ) such

that

|φ(t; x0)| <
ϵ

2
, if |t− x0| < δ, t ≥ 0
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Moreover there exists a positive constant M such that |φ(t; x0)| ≤ M for all t > 0.

Set

P =

{
k ∈ N0 :

∣∣∣∣2k + 1

n
− x0

∣∣∣∣ < δ

}
and

Q =

{
k ∈ N0 :

∣∣∣∣2k + 1

n
− x0

∣∣∣∣ ≥ δ

}
.

Then for every n ∈ N

|An,p(φ(t;x0);x0)| ≤
1

1 + sinh((n+ p)x0)

∑
k∈P

((n+ p)x0)
2k+1

(2k + 1)!

∣∣∣∣φ(
2k + 1

n
;x0

)∣∣∣∣
+

1

1 + sinh((n+ p)x0)

∑
k∈Q

((n+ p)x0)
2k+1

(2k + 1)!

∣∣∣∣φ(
2k + 1

n
;x0

)∣∣∣∣
= Σ1 + Σ2 (4.1)

Then

Σ1 =
1

(1 + sinh((n+ p)x0))

∑
k∈P

((n+ p)x0)
2k+1

(2k + 1)!

∣∣∣∣φ(
2k + 1

n
;x0

)∣∣∣∣
<
ϵ

2

1

(1 + sinh((n+ p)x0))

∞∑
k=0

((n+ p)x0)
2k+1

(2k + 1)!
=
ϵ

2
(4.2)

and

Σ2 ≤M
1

(1 + sinh((n+ p)x0))

∑
k∈Q

((n+ p)x0)
2k+1

(2k + 1)!
(4.3)

Since |2k+1
n

− x0| ≥ δ implies 1 ≤ δ−2
(
2k+1
n

− x0
)2, we can write,

Σ2 ≤ Mδ−2 1

(1 + sinh((n+ p)x0))

∑
k∈Q

((n+ p)x0)
2k+1

(2k + 1)!

(
2k + 1

n
− x0

)2

≤ Mδ−2An,p((t− x0)
2; x0)

which by Lemma 6 gives,

Σ2 ≤
M(8(1 + x0 + p) + px0(1 + px0))

nδ2
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It is obvious that for given ϵ > 0, δ > 0,M > 0 and x0 ≥ 0, we can choose

n0 ≡ n0(ϵ; δ;M ; x0) ∈ N such that for all natural numbers n > n0

M(8(1 + x0 + p) + px0(1 + px0))

nδ2
<
ϵ

2

Hence

Σ2 <
ϵ

2
for n > n0 (4.4)

So from (4.1), (4.2) and (4.4) we get

lim
n→∞

An,p(φ(t;x0); x0) = 0.

This completes the proof.

Now we give the Voronovskaya -type theorem.

Theorem 2. If f ∈ C2
B, then for every fixed x ∈ R0, p ∈ N0 one gets

lim
n→∞

n{An,p(f ;x)− f(x)} = pxf ′(x) +
x

2
f ′′(x). (4.5)

Proof. Let x0 ∈ R0, p ∈ N0 be fixed. Then by Taylor formula for every t ∈ R0,

f(t) = f(x0) + f ′(x0)(t− x0) +
1

2
f ′′(x0)(t− x0)

2 + ψ(t; x0)(t− x0)
2, (4.6)

where ψ(t; x0) ∈ CB and lim
t→x0

ψ(t;x0) = 0

(
lim
t→0+

ψ(t; 0) = 0

)
Applying the operator An,p on both sides of (4.6), we obtain

n[An,p(f ;x0)− f(x0)] =f
′(x0)nAn,p(t− x0; x0) +

n

2
f ′′(x0)An,p((t− x0)

2;x0)

+ nAn,p(ψ(t;x0)(t− x0)
2;x0) (4.7)

By Holder’s inequality we get

|nAn,p(ψ(t;x0)(t−x0)2; x0)| ≤
{
An,p(ψ

2(t;x0); x0)
}1/2 {

n2An,p((t− x0)
4; x0)

}1/2

(4.8)
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Since the function φ(t;x0) = ψ2(t; x0), t ≥ 0 satisfies the assumption of Lemma 7,

we have

lim
n→∞

An,p(ψ
2(t;x0);x0) = 0 (4.9)

From (2.19) , (4.8) and (4.9) we get

lim
n→∞

nAn,p(ψ(t;x0)(t− x0)
2;x0) = 0 (4.10)

So we get from (4.7), (4.10), (2.17) and (2.18)

lim
n→∞

n[An,p(f ;x0)− f(x0)]

=f ′(x0)
{
lim
n→∞

nAn,p(t− x0;x0)
}
+

1

2
f ′′(x0)

{
lim
n→∞

nAn,p((t− x0)
2;x0)

}
=px0f

′(x0) +
x0
2
f ′′(x0)

This completes the proof.
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1 Introduction and Main Results

Let T = [−π, π]. A measurable 2π−periodic function ω : T → [0,∞] is called

a weight function if the set ω−1({0,∞}) has the Lebesgue measure zero. Given a

weight function ω and a measurable set e we put

ω(e) =

∫
e

ω(x)dx. (1.1)

We define the decreasing rearrangement f ∗
ω(t) of f : T → R with respect to the

Borel measure (1.1) by

f ∗
ω(t) = inf{τ ≥ 0 : ω({x ∈ T : |f(x)| > τ} ≤ t)}.

Let t > 0. Then the avarage function of f is defined as follows:

f ∗∗(t) =
1

t

∫ t

0

f ∗
ω(t)dt.

Let t > 0. Then the avarage function of f is defined as follows:

f ∗∗(t) =
1

t

∫ t

0

f ∗
ω(t)dt.

Let 1 < p, q < ∞ and f : T → R be a 2π-periodic measurable function. Then

the weighted Lorentz spaces Lpq
ω (T ) is defined [5, p.20], [1, p.219] as the set of all

measurable functions f such that ∥f∥pq,ω < ∞ where

∥f∥Lpq
ω (T ) =

{
f : ∥f∥pq,ω =

(∫
T

(f ∗∗(t))qt
q
p
dt

t

) 1
q

}
.

If p = q, Lpq
ω (T ) turns into weighted Lebesgue space Lp

ω(T ) [5, p.20].

By En(f)Lpq
ω

we denote the best approximation of f ∈ Lpq
ω (T ) by trigonometric

polynomials of degree ≤ n, i.e.,

En(f)Lpq
ω
= inf ∥f − Tk∥pq,ω ,
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where the infimum is taken with respect to all trigonometric polynomials of degree

k ≤ n.

The weight functions ω used in the paper belong to the Muckenhoupt class

Ap(T ) [11] which is defined by

sup
1

|I|

∫
I

ω(x)dx

(
1

|I|

∫
I

ω1−p
′

(x)dx

)p−1

< ∞, p
′
=

p

p− 1
, 1 < p < ∞,

where the supremum is taken with respect to all the intervals I with length ≤ 2π

and |I| denotes the length of I.

The modulus of continuity of the function f ∈ Lpq
ω (T ) is defined [8] as

Ω(f, δ)Lpq
ω
= sup

|h|6δ

∥Ahf∥pq,ω , δ > 0,

where

(Ahf)(x) :=
1

h

h∫
0

|f(x+ t)− f(x)| dt

is the Steklov operator.

The modulus of continuity Ω(f, δ)Lpq
ω

is defined in this way, because the space

Lpq
ω (T ) is noninvariant, in general, under the usual shift f(x) → f(x+h). Whenever

ω ∈ Ap(T ), 1 < p, q < ∞, the Hardy Littlewood maximal operator of every f ∈
Lpq
ω (T ) is bounded in Lpq

ω (T ) [3, Theorem 3]. Therefore the Steklov operator Ahf

belongs to Lpq
ω (T ). Thus, Ω(f, δ)Lpq

ω
makes sense for every ω ∈ Ap(T ). Moreover

the modulus of continuity Ω(f, δ)Lpq
ω

is non-decreasing, non-negative, continuous

function satisfying the conditions

lim
∂→0

Ω(f, δ)Lpq
ω
= 0,Ω(f1 + f2, δ)Lpq

ω
≤ Ω(f1, δ)Lpq

ω
+ Ω(f2, δ)Lpq

ω
.

In weighted Lorentz spaces, Lipschitz class Lip(α,Lpq
ω ) is defined as

Lip(α,Lpq
ω ) := {f ∈ Lpq

ω (T ) : Ω(f, δ)Lpq
ω
= O(δα), 0 < α ≤ 1} .
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Since Lpq
ω (T ) ⊂ L1(T ) when ω ∈ Ap(T ), 1 < p, q < ∞ [5, the proof of Prop.

3.3], the Fourier series and the conjugate Fourier series of f ∈ Lpq
ω (T ) are given as

f(x) ∼ a0(f)

2
+

∞∑
k=1

(ak(f) cos kx+ bk(f) sin kx) , (1.2)

f̃(x) ∼ a0(f)

2
+

∞∑
k=1

(ak(f) sin kx− bk(f) cos kx) .

Here a0(f), ak(f), bk(f), k = 1, 2, ..., are Fourier coefficient of f. Let Sn(f, x), (n =

0, 1, 2, ...) be the nth partial sum of the series (1.2) at the point x, that is,

Sn(f, x) =
n∑

k=0

Uk(f)(x),

where

U0(f)(x) :=
a0(f)

2
,

Uk(f)(x) := ak(f) cos kx+ bk(f) sin kx, k = 1, 2, ....

Let (pn)∞0 be a sequence of positive numbers. We consider Nörlund and Riesz

means of the series (1.2) defined by

Nn(f, x) =
1

Pn

n∑
m=0

pn−mSm(f, x) (1.3)

and

Rn(f, x) =
1

Pn

n∑
m=0

pnSm(f, x)

where Pn =
∑n

m=0 pm, p−1 = P−1 = 0. In the case pn = 1, n ≥ 0, both of Nn(f, x)

and Rn(f, x) yield the Cesàro mean of the series (1.2)

σn(f, x) =
1

n+ 1

n∑
m=0

Sm(f, x).

Let A = (ank) be a lower triangular regular matrix with nonnegative entries

and row sums tn. The operator ∆ is defined by ∆kank = ank − an,k+1. Such a
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matrix A is said to have monotone rows if, for each n, {ank} is either nonincreasing

or nondecreasing in k, 0 ≤ k ≤ n. We define

τn(f, x) =
n∑

k=0

ankSk(f, x), n = 0, 1, 2, ....

Note that, in the case of pn = 0, n > 0, Nn(f, x) and Rn(f, x) yield σn(f, x).

Furthermore τn(f, x) is a generalization of Nn(f, x) and Rn(f, x).

Quade [12] investigated the approximation properties of the σn Cesàro mean in

Lebesgue spaces. Similar results were studied by many researchers [2, 4, 9, 10].

In [2], Chandra gave some conditions on the sequence (pn)
∞
0 and investigated ap-

proximation problems of Nn mean and Rn mean to approximate f function in the

Lebesgue spaces. In [9], Leindler weakened the conditions given by Chandra on

the sequence (pn)
∞
0 and investigated same approximation properties in Lebesgue

spaces. In [4], Guven obtained the generalizations of Chandra’s [2] results for

weighted Lebesgue spaces. Mittal et al. in [10] have generalized the results ob-

tained by Chandra [2] to more general classes of triangular matrix methods.

In this work, we generalize the results obtained by Chandra [2] and Mittal et al.

[10] to weighted Lorentz spaces. Our main results are the following.

Theorem 1. Let 1 < p, q < ∞, ω ∈ Ap(T), 0 < α ≤ 1 and let (pn)
∞
0 be a

monotonic sequence of positive numbers such that

(n+ 1)pn = O(Pn). (1.4)

then

∥f −Nn(f)∥pq,ω = O(n−α), n = 1, 2, .... (1.5)

Theorem 2. Let 1 < p, q < ∞, ω ∈ Ap(T), 0 < α ≤ 1 and let (pn)
∞
0 be a sequence

of positive real numbers satisfying the relation

n−1∑
m=0

∣∣∣∣∆( Pm

m+ 1

)∣∣∣∣ = O

(
Pn

n+ 1

)
, (1.6)
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then

∥f −Rn(f)∥pq,ω = O(n−α), n = 1, 2, ... (1.7)

where

∆

(
Pm

m+ 1

)
=

Pm

m+ 1
− Pm+1

m+ 2
.

Theorem 3. Let f ∈ Lip(α,Lpq
ω ) and let A have monotone rows and satisfy

|tn − 1| = O(n−α). (1.8)

(i) If 1 < p, q < ∞, 0 < α < 1, and A also satisfies

(n+ 1)max {an0, anr} = O(1), (1.9)

where r :=
[
n
2

]
, then

∥f − τn(f)∥pq,ω = O(n−α). (1.10)

(ii) If 1 < p, q < ∞, α = 1, then the estimate (1.10) is satisfied.

Lemma 1. Let f ∈ Lip(1, Lpq
ω ). Then for n = 1, 2, ... the estimate

∥σn(f)− Sn(f)∥pq,ω = O(n−1)

holds.

Proof. If f ∈ Lip(α,Lpq
ω ), from Lemma 4.6 of [7] it can be deduced that f is

absolutely continuous and f
′ ∈ Lpq

ω . If the Fourier series of f is

f(x) ∼
n∑

k=0

Uk(f)(x),

then the conjugate function f̃ ′(x) has the Fourier series

f̃ ′(x) ∼
n∑

k=0

kUk(f)(x).
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On the other hand,

Sn(f)(x)− σn(f)(x) =
n∑

k=1

k

n+ 1
Uk(f)(x)

=
1

n+ 1
Sn(f̃

′
)(x).

Since the partial sums and the conjugate operator is uniform bounded in the space

Lpq
ω (T) (see [7]), we get that

∥Sn(f)− σn(f)∥pq,ω = O(n−1)

for n=1,2,....

Lemma 2. Let 0 < α ≤ 1, 1 < p, q < ∞ and f ∈ Lip(α,Lpq
ω ), ω ∈ Ap(T). Then

∥f − Sn(f)∥pq,ω = O(n−α) , n = 1, 2, ...

Proof. Let t∗n(n = 0, 1, ...) be a trigonometric polynomial of best approximation to

f, that is

∥f − t∗n∥pq,ω = inf ∥f − tn∥pq,ω ,

where the infimum is taken over all trigonometric polynomials tn of degree at most

n. From Lemma 2.3 of [13], we have

∥f − t∗n∥pq,ω = O(Ω(f, 1/n)Lpq
ω
)

and hence

∥f − t∗n∥pq,ω = O(n−α).

By the uniform boundedness of the partial sums Sn(f) in the space Lpq
ω (see [7, Prop.

3.4],[6, Th. 6.6.2],[14, Chapter VI]), we get

∥f − Sn(f)∥pq,ω ≤ ∥f − t∗n∥pq,ω + ∥t∗n − Sn(f)∥pq,ω
= ∥f − t∗n∥pq,ω + ∥Sn(t

∗
n − f)∥pq,ω

= O(∥f − t∗n∥pq,ω)

= O(n−α).
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Lemma 3. [2] Let (pn) be a non-increasing sequence of positive numbers. Then

n∑
m=1

m−αpn−m = O(n−αPn)

for 0 < α < 1 .

Lemma 4. [11] Let A have monotone rows and satisfy

(n+ 1)max {an0, anr} = O(1).

Then, for 0 < α < 1,
n∑

m=1

ank(k + 1)−α = O(n−α).

2 Proof of Main Theorems

Proof of Theorem 1. Case I. Let 0 < α < 1.

By (1.3), we have

Nn(f)(x)− f(x) =
1

Pn

n∑
m=0

pn−m {Sm(f, x)− f(x)} .

By (1.4), Lemma 2 and Lemma 3,

∥f −Nn(f)∥pq,ω ≤ 1

Pn

n∑
m=0

pn−m ∥f − Sm(f)∥pq,ω

=
1

Pn

n∑
m=1

pn−mO(m−α) +
pn
Pn

∥f − S0(f)∥pq,ω

=
1

Pn

O(n−αPn) +O(
1

n+ 1
)

= O(n−α).

Case II. Let α = 1.
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Since

Nn(f)(x) =
1

Pn

n∑
m=0

pn−mUm(f)(x),

from Abel’s transformation,

Sn(f)(x)−Nn(f)(x) =
1

Pn

n∑
m=1

(Pn − Pn−m)Um(f)(x)

=
1

Pn

n∑
m=1

∆m

(
Pn − Pn−m

m

) m∑
k=1

kUk(f)(x)

+
1

n+ 1

n∑
k=1

kUk(f)(x).

Hence,

∥Sn(f)−Nn(f)∥pq,ω =
1

Pn

n∑
m=1

∣∣∣∣∆m

(
Pn − Pn−m

m

)∣∣∣∣
∥∥∥∥∥

m∑
k=1

kUk(f)(x)

∥∥∥∥∥
pq,ω

+
1

n+ 1

∥∥∥∥∥
n∑

k=1

kUk(f)(x)

∥∥∥∥∥
pq,ω

. (2.1)

Since

σn(f)(x)− Sn(f)(x) =
1

n+ 1

n∑
k=1

kUk(f)(x), (2.2)

By Lemma 1, we get∥∥∥∥∥
n∑

k=1

kUk(f)(x)

∥∥∥∥∥
pq,ω

= (n+ 1) ∥σn(f)− Sn(f)∥pq,ω = O(1). (2.3)

Combining (2.1) and (2.2), we have

∥Sn(f)−Nn(f)∥pq,ω = O

(
1

Pn

) n∑
m=1

∣∣∣∣∆m

(
Pn − Pn−m

m

)∣∣∣∣+O(n−1). (2.4)
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In the other hand,

∆m

(
Pn − Pn−m

m

)
=

Pn−m−1 − Pn−m

m
+

Pn − Pn−m−1

m(m+ 1)

=
Pn − Pn−m−1

m(m+ 1)
− pn−m

m

=
1

m(m+ 1)
{(Pn − Pn−m−1)−mpn−m}

=
1

m(m+ 1)

{
n∑

k=n−m+1

pk −mpn−m

}
.

This equality implies that {
Pn − Pn−m

m

}n+1

m=1

is non-increasing whenever (pn) is non-decreasing and non-decreasing whenever

(pn) is non-increasing. This implies that
n∑

m=1

∣∣∣∣∆m

(
Pn − Pn−m

m

)∣∣∣∣ = ∣∣∣∣pn − Pn

n+ 1

∣∣∣∣ = 1

n+ 1
= O (Pn) , (2.5)

by using convention P−1 = 0. Using (2.5) and (1.4) in (2.4), we obtain

∥Sn(f)−Nn(f)∥pq,ω = O(n−1). (2.6)

Finally, by using (2.6) and Lemma 2, we get

∥f −Nn(f)∥pq,ω = O(n−α)

with α = 1.

Proof of Theorem 2. Case I. Let 0 < α < 1.

We have

f(x)−Rn(f)(x) =
1

Pn

n∑
m=0

pm {f(x)− Sm(f, x)} .

By Lemma 2,

∥f −Rn(f)∥pq,ω ≤ 1

Pn

n∑
m=0

pm ∥f − Sm(f)∥pq,ω
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= O

(
1

Pn

) n∑
m=1

m−αpm, (2.7)

By Abel’s transformation

n∑
m=1

m−αpm =
n−1∑
m=1

Pm[m
−α − (m+ 1)−α + n−αPn (2.8)

≤
n−1∑
m=1

m−α Pm

m+ 1
+ n−αPn,

by (1.6)

n−1∑
m=1

m−α Pm

m+ 1
=

n−1∑
m=1

(
Pm

m+ 1
− Pm+1

m+ 2

)( m∑
k=1

k−α

)
+

Pn

n+ 1

n−1∑
m=1

m−α.

This implies
n∑

m=1

m−αpm = O
(
n−αPn

)
.

From (2.7) and (2.8), we obtain

∥f −Rn(f)∥pq,ω = O(n−α).

Case II. Let α = 1. By Abel’s transformation,

Rn(f)(x) =
1

Pn

n−1∑
m=0

{Pm (Sm(f)(x)− Sm+1(f)(x)) + PnSn(f)(x)}

=
1

Pn

n−1∑
m=0

Pn (−Um+1(f)(x)) + Sn(f)(x)

and so

Rn(f)(x)− Sn(f)(x) = − 1

Pn

n−1∑
m=0

PmUm+1(f)(x).
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Once again, by Abel’s transformation, we get

n−1∑
m=0

PmUm+1(f)(x) =
n−1∑
m=0

∆

(
Pm

m+ 1

) m∑
k=0

(k + 1)Um+1(f)(x)

=
n−1∑
m=0

(
Pm

m+ 1
− Pm+1

m+ 2

)( m∑
k=0

(k + 1)Um+1(f)(x)

)

+
Pn

n+ 1

n−1∑
k=0

(k + 1)Um+1(f)(x)

and so∥∥∥∥∥
n−1∑
m=0

PmUm+1(f)

∥∥∥∥∥
pq,ω

≤
n−1∑
m=0

∣∣∣∣ Pm

m+ 1
− Pm+1

m+ 2

∣∣∣∣+
∥∥∥∥∥

m∑
k=0

(k + 1)Um+1(f)

∥∥∥∥∥
pq,ω

+
Pn

n+ 1

∥∥∥∥∥
n−1∑
k=0

(k + 1)Um+1(f)

∥∥∥∥∥
pq,ω

=
n−1∑
m=0

∣∣∣∣ Pm

m+ 1
− Pm+1

m+ 2

∣∣∣∣ (m+ 2) ∥Sm+1(f)− σm+1(f)∥pq,ω

+Pn ∥Sn(f)− σn(f)∥pq,ω

= O(1)
n−1∑
m=0

∣∣∣∣ Pm

m+ 1
− Pm+1

m+ 2

∣∣∣∣+O

(
Pn

n+ 1

)
.

Therefore

∥Rn(f)− Sn(f)∥pq,ω = O
(
n−1
)
. (2.9)

Applying (2.9) and Lemma 2 to

∥f −Rn(f)∥pq,ω = ∥f − Sn(f)∥pq,ω + ∥Sn(f)−Rn(f)∥pq,ω ,

we get

∥f −Rn(f)∥pq,ω = O(n−α)

for α = 1.
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Proof of Theorem 3. Case I. Let 0 < α < 1.

τn(f)− f =
n∑

k=0

an,ksk(f)− tnf + (tn − 1)f

=
n∑

k=0

an,k(sk(f)− f) + (tn − 1)f.

From (1.8), Lemma 2 and Lemma 4,

∥τn(f)− f∥pq,ω ≤
n∑

k=0

an,k ∥sk(f)− f∥pq,ω + |tn − 1| ∥f∥pq,ω

=
n∑

k=1

an,kO((k + 1)−α) +O(n−α)

= O(n−α).

Case II. Let α = 1.

∥τn(f)− f∥pq,ω ≤ ∥τn(f)− Sn(f)∥pq,ω + ∥Sn(f)− f∥pq,ω .

by Lemma 2,

∥f − Sn(f)∥pq,ω = O(n−1).

Hence it remains to prove that

∥τn(f)− Sn(f)∥pq,ω = O(n−1).

If we define Ank :=
n∑

i=k

ani, and use the fact that An0 = tn, then we have

τn(f) =
n∑

k=0

ankSk(f) =
n∑

k=0

ank

k∑
i=0

Ui(f)(x) =
n∑

k=0

AnkUk(f)(x).
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Also

Sn(f) =
n∑

k=0

Uk(f)(x) =
n∑

k=0

An0Uk(f)(x) +
n∑

k=0

(1− An0)Uk(f)(x)

=
n∑

k=0

An0Uk(f)(x) + (1− tn)
n∑

k=0

Uk(f)(x)

=
n∑

k=0

An0Uk(f)(x) + (1− tn)Sn(f).

Hence

∥τn(f)− Sn(f)∥pq,ω ≤

∥∥∥∥∥
n∑

k=1

(Ank − An0)Uk(f)(x)

∥∥∥∥∥
pq,ω

+ |1− tn| ∥f∥pq,ω .

We define

bnk =
Ank − An0

k

for each 1 ≤ k ≤ n. If we use summation by parts, then we get

n∑
k=1

(Ank − An0)Ak(f)(x) =
n∑

k=1

(
Ank − An0

k

)
kUk(f)(x)

=
n∑

k=1

bnk

[
k∑

j=0

jUj(f)(x)−
k−1∑
j=0

jUj(f)(x)

]

=
n∑

k=1

bnk

k∑
j=0

jUj(f)(x)−
n∑

k=1

bnk

k−1∑
j=0

jUj(f)(x)

= bnn

n∑
j=1

jUj(f)(x) +
n−1∑
k=1

△kbnk

k∑
j=0

jUj(f)(x).

Hence

∥τn(f)− f∥pq,ω ≤

∥∥∥∥∥bnn
n∑

j=1

jUj(f)

∥∥∥∥∥
pq,ω

+

∥∥∥∥∥
n−1∑
k=1

△kbnk

k∑
j=0

jUj(f)

∥∥∥∥∥
pq,ω

+O(n−1).
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Also

σn(f) =
1

n+ 1

n∑
k=0

Sk(f) =
1

n+ 1

n∑
k=0

k∑
j=0

Uj(f)(x)

=
1

n+ 1

n∑
j=0

Uj(f)(x)
n∑

k=j

1 =
1

n+ 1

n∑
j=0

(n− j + 1)Uj(f)(x)

=
n∑

j=0

Uj(f)(x)−
1

n+ 1

n∑
j=0

jUj(f)(x).

By Lemma 4,∥∥∥∥∥
n∑

j=1

jUj(f)(x)

∥∥∥∥∥
pq,ω

= ∥(n+ 1)(Sn(f)− σn(f)) + Sn(f)∥pq,ω

= (n+ 1)O(n−1) + ∥f∥pq,ω = O(1).

Note that

|bnn| = (n+ 1)−1 |An0 − Ann| = (n+ 1)−1 |tn − ann| = (n+ 1)−1O(1).

Therefore ∥∥∥∥∥bnn
n∑

j=1

jUj(f)(x)

∥∥∥∥∥
pq,ω

= O(n−1).

We can write

△kbnk =
1

k
△k (Ank − An0) +

An,k+1 − An0

k(k + 1)

=
1

k(k + 1)

[
(k + 1)△kAnk +

n∑
r=k+1

anr −
n∑

r=0

anr

]

=
1

k(k + 1)

[
(k + 1)ank −

k∑
r=0

anr

]
.

If {ank} is nonincreasing in k, then △kbnk ≤ 0, and if {ank} is nondecreasing in k
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then △kbnk > 0, so that

n−1∑
k=1

|△kbnk| = |bn1 − bnn| =
∣∣∣∣An1 − An0 −

Ann − An0

n

∣∣∣∣ ≤ |an0|+
∣∣∣∣ann − tn

n

∣∣∣∣
= O(n−1) +

O(1)

n
= O(n−1),

and (1.10) is satisfies.
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1 Introduction

The notion of I-convergence was studied at initial stage by Kostyrko et al. [14]

(see also [11], [12], [13]) as a generalization of statistical convergence which had

formally been introduced by Fast [5], Steinhaus [28], Schoenberg [27] and has still

been discussed and investigated in the theory of Fourier analysis, ergodic theory,

number theory under different names and varied points of view in many fields of

mathematics.

Kostyrko et al. [11] gave some of basic properties of I-convergence and dealt

with extremal I-limit points. Later on it was studied by Salat et al. [23], Hazarika

and Savaş [6], Tripathy [31], Tripathy and Hazarika [30], [32] and many others.

For further results we may suggest to see [1]-[4], [7]-[8], [15]-[18], [24]-[25], [29],

[31].

Let w2 be the set of all real or complex double sequences. By the convergence

of a double sequence we mean the convergence in the Pringsheim sense, that is,

the double sequence x = (xij) has a Pringsheim limit L denoted by P -lim x = L

provided that, given ε > 0, there exists N ∈ N such that |xij − L| < ε whenever

i, j ≥ N , we will describe such an x more briefly as "P -convergent" (see [22]).

Recently, Konca and Başarır [9] have obtained a new lacunary sequence and a

new concept of statistical convergence for double sequences which is called weighted

lacunary statistical convergence of double sequences by combining both of the def-

initions of double lacunary sequence and Riesz mean for double sequences, and

Konca [10] has extended this new concept to locally solid Riesz spaces for double

sequences.

The concept of weighted lacunary statistical convergence of double sequences

lead us to introduce the notion of I-weighted lacunary statistical convergence of

double sequences. In this work, we introduce the concepts of I-weighted lacunary

statistical convergence and [R2, θrs, p]
I-convergence of sequences of real numbers
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based on the notion of the ideal of subsets of N × N and examine some inclusion

relations.

2 Definitions and Preliminaries

In this section, we present some definitions and preliminaries which are needed

throughout the paper.

Recall the concept of asymptotic density of set A ⊂ N ([21], p. 71, 95-96).

If A ⊆ N = {1, 2, ..., n, ...}, then χA denotes characteristic function of the

set A, i.e. χA(k) = 1 if k ∈ A and χA(k) = 0 if k ∈ N\A. Put dn (A) =
1
n

∑n
k=1 χA (k), δn (A) = 1

Sn

∑n
k=1

χA(k)
k

(n = 1, 2, ...), where Sn =
∑n

k=1
1
k
(n =

1, 2, ...). Then the numbers d (A) = lim infn→∞dn (A), d̄ (A) = lim supn→∞dn (A)

are called the lower and upper asymptotic density (or density) of A, respectively.

Similarly, the numbers δ (A) = lim infn→∞δn (A), δ̄ (A) = lim supn→∞δn (A)

are called the lower and upper logarithmic density of A, respectively. If there exist

limn→∞ dn (A) = d (A) and limn→∞ δn (A) = δ (A) then d (A) and δ (A) are called

the asymptotic and logarithmic density of A, respectively. It is well known fact that

for each A ⊆ N

d (A) ≤ δ (A) ≤ δ̄ (A) ≤ d̄ (A) .

Hence if exists d (A), then δ (A) exists as well and d (A) = δ (A). Note that d (A),

d̄ (A), δ (A), δ̄ (A) belong to the interval [0, 1].

Definition 1. [31] Let T = (tnk) be a regular non-negative matrix. For A ⊂ N,

define dnT (A) =
∑∞

k=1 tnkχA(k), for all n ∈ N. If limn→∞dnT (A) = dT (A) exists,

then dT (A) is called as T -density of A.

Recall the concept of statistical convergence ([5], [27], [28]):
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A sequence x = (xn) of real numbers is said to be statistically convergent to

L ∈ R provided that for each ε > 0 we have d (A(ε)) = 0 where A(ε) = {n ∈ N :

|xn − ξ| ≥ ε}.

Definition 2. [17] Let X ̸= ∅. A class I ⊆ 2X of subsets of X is said to be an ideal

in X provided that I is additive and hereditary, i.e. if I satisfies these conditions:

1. ∅ ∈ I

2. A, B ∈ I imply A ∪B ∈ I ,

3. A ∈ I , B ⊆ A imply B ∈ I .

An ideal is called non-trivial if X /∈ I , that is, I ̸= 2X .

Definition 3. [20] Let X ̸= ∅. A non-empty class F ⊆ 2X of subsets of X is said

to be a filter in X provided that:

1. ∅ /∈ F ,

2. A, B ∈ F imply A ∩B ∈ F ,

3. A ∈ F , B ⊇ A imply B ∈ F .

The following proposition expresses a relation between the notions of ideal and

filter:

Proposition 1. Let I be a non-trivial ideal in X and X ̸= ∅. Then the class

F (I) = {M ⊆ X : ∃A ∈ I : M = X\A}

is a filter on X . It is called the filter associated with the ideal I [13].

A non-trivial ideal I in X is called admissible if {x} ∈ I for each x ∈ X .
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Definition 4. [13] Let I be a non trivial ideal in N. A sequence x = (xn) of real

numbers is said to be I-convergent to ξ ∈ R if for every ε > 0 the set A (ε) =

{n : |xn − ξ| ≥ ε} belongs to I .

If x = (xn) is I-convergent to ξ we write I − limxn = ξ (or I − limx = ξ)

and the number ξ is called the I-limit of x = (xn).

A question arises whether the concept of I-convergence satisfies some usual

axioms of convergence [13]. The most known axioms of convergence are the fol-

lowing axioms (formulated for I-convergence):

(S) Every stationary sequence x = (ξ, ξ, ..., ξ, ...) I-converges to ξ.

(H) The uniqueness of limit: If I − limx = ξ and I − limx = η, then ξ = η.

(F) If I-limx = ξ, then for each subsequence y of x we have I-lim y = ξ.

(U) If each subsequence y of a sequence x has a subsequence z, I-convergent to ξ,

then x is I-convergent to ξ.

Theorem 1. [13] Let I be an admissible ideal in N. Then

1. I-convergence satisfies the axioms (S), (H) and (U).

2. If I contains an infinite set, then I-convergence does not satisfy the axiom

(F).

Remark 1. [13] If an admissible ideal I contains no infinite set, then I coincides

with the class of all finite subsets of N and the I-convergence is equal to the usual

convergence in R, therefore it satisfies the axiom (F) (see ideal If in (III) in what

follows).

Example 1. [13] Several examples of I-convergence can be given as follows (see

in [13]):

(I) Put I0 = {∅}. This is the minimal non-empty non-trivial ideal in N. Obviously

a sequence is I0-convergent if and only if it is constant.
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(II) Let ∅ ̸= M ⊆ N, M ̸= N. Put IM = 2M . Then IM is a non-trivial ideal N. A

sequence (xn) is IM -convergent if and only if it is constant on N\M , i.e. if there is

a ξ ∈ R such that xn = ξ for each n ∈ N\M . (Obviously (I) is a special case of

(II) for M = ∅.)

(III) Denote by If the class of all finite subsets of N. Then If is an admissible ideal

in N and If -convergence coincides with the usual convergence in R.

(IV) Put Id = {A ⊆ N : d(A) = 0}. Then Id is an admissible ideal in N and

Id-convergence coincides with the statistical convergence.

(V) Put Iδ = {A ⊆ N : δ(A) = 0}. Then Iδ is an admissible ideal in N and

Iδ-convergence coincides with the logarithmic statistical convergence.

Without loss of generality, we will use the limit notation in Pringsheim’s sense

limr,s instead of limr,s→∞, for brevity.

Mursaleen and Edely [19] presented the notion of a statistical convergence for

double sequence x = (xij) as follows:

A real double sequence x = (xij) is said to be statistically convergent to L,

provided that for each ϵ > 0

P − lim
m,n

1

mn
|{(k, l) : k ≤ m and l ≤ n : |xkl − L| ≥ ε}| = 0.

By a double lacunary sequence θrs = {(kr, ls)} where k0 = 0 and l0 = 0, we

shall mean two increasing sequences of nonnegative integers with hr = kr−kr−1 →
∞ and hs = ls − ls−1 → ∞. Let us denote krs = krls, hrs = hrh̄s and the intervals

determined by θrs will be denoted by Irs = {(k, l) : kr−1 < k ≤ kr and ls−1 < l ≤ ls},

qr =
kr

kr−1
, qs =

ls
ls−1

and qrs = qrq̄s.

Definition 5. [26] Let θrs be a double lacunary sequence, the double number se-

quence x is S2
θ -convergent to L, provided that for every ε > 0,

P − lim
r,s

1

hrs

|{(k, l) ∈ Irs : |xkl − L| ≥ ε}| = 0.
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In this case, we write S2
θ -limx = L or xkl

P→L(S2
θ ).

Definition 6. [26] Let θrs be a double lacunary sequence. A double sequence x =

(xkl) of numbers is said to be N2
θ -P -convergent to a number L if

P -limr,s
1

hrs

∑
(k,l)∈Irs |xkl − L| = 0. We denote the set of all double N2

θ -P -convergent

sequences by N2
θ .

Using the notations of lacunary sequence and Riesz mean for double sequences,

Konca et al. [9] have presented the following notations which will be used through-

out the paper:

Let θrs = {(kr, ls)} be a double lacunary sequence and (pk), (p̄l) be sequences

of positive real numbers such that Pkr :=
∑

k∈( 0,kr] pk, P̄ls :=
∑

l∈( 0,ls] p̄l and

Hr :=
∑

k∈(kr−1,kr]
pk, H̄s :=

∑
l∈( ls−1,ls]

p̄l. Clearly, Hr := Pkr − Pkr−1 , H̄s :=

P̄ls − P̄ls−1 . If the Riesz transformation of double sequences is RH-regular, and

Hr := Pkr − Pkr−1 → ∞ as r → ∞, H̄s := P̄ls − P̄ls−1 → ∞ as s → ∞,

then θ′rs =
{(

Pkr , P̄ls

)}
is a double lacunary sequence. Throughout the paper, we

assume that Pn = p1+...+pn → ∞ (n → ∞), P̄m = p̄1+...+p̄m → ∞ (m → ∞),

such that Hr = Pkr−Pkr−1 → ∞ as r → ∞ and H̄s = P̄ls−P̄ls−1 → ∞ as s → ∞.

Let Pkrs = Pkr P̄ls , Hrs = HrH̄s, I ′rs =
{
(k, l) : Pkr−1 < k ≤ Pkr and

P̄ls−1 < l ≤ P̄ls

}
, Qr =

Pkr

Pkr−1
, Q̄s =

P̄ls

P̄ls−1

and Qrs = QrQ̄s. If we take pk = 1,

p̄l = 1 for all k and l, then Hrs, Pkrs , Qrs and I ′rs reduce to hrs, krs, qrs and Irs.

Definition 7. [16] Let I be a non trivial ideal in N× N. A double sequence x =

(xkl) of numbers is said to be I-convergent in the Pringsheim sense to a number

L, if for every ε > 0, {(k, l) ∈ N× N : |xkl − L| ≥ ε} ∈ I. In this case, we write

I-P -limk,lxkl = L.

Definition 8. [2] Let I ⊆ P (N× N) be a non-trivial ideal. A double sequence

x = (xkl) of numbers is said to be I-statistically convergent or S2(I)- convergent

to L, in the Pringsheim sense, if for each ε > 0 and δ > 0,{
(m,n) ∈ N× N : 1

mn
|{1 ≤ k ≤ m, 1 ≤ l ≤ n : |xkl − L| ≥ ε}| ≥ δ

}
∈ I.



106 Şükran Konca and Ergin Genç

In this case, we write xkl → L (S2 (I)) or S2 (I)-P -limk,l xkl = L. Let S2 (I)

denotes the set of all I- statistically convergent double sequences of numbers.

Definition 9. [15] Let θrs be a double lacunary sequence and I be a non trivial

ideal in N× N. A double sequence x = (xkl) of numbers is said to be I-lacunary

statistically convergent or S2
θ (I)- convergent to L, in the Pringsheim sense, if for

each ε > 0 and δ > 0{
(r, s) ∈ N× N :

1

hrs

|{(k, l) ∈ Irs : |xkl − L| ≥ ε}| ≥ δ

}
∈ I.

In this case, we write xkl → L (S2
θ (I)) or S2

θ (I)-P -limk,lxkl = L. Let S2
θ (I) de-

notes the set of all I-lacunary statistically convergent double sequences of numbers.

Definition 10. [15] Let θrs be a double lacunary sequence and I ⊆ P (N× N) be

a non-trivial ideal. A double sequence x = (xkl) of numbers is said to be N2
θ (I)-

convergent to L, if for every ε > 0 we have{
(r, s) ∈ N× N : 1

hrs

∑
(k,l)∈Irs |xkl − L| ≥ ε

}
∈ I. In this case, we write xkl →

L (N2
θ (I)) or N2

θ (I)-P -limk,l xkl = L. Let N2
θ (I) denotes the set of all N2

θ (I)-

convergent double sequences of numbers.

3 Main Results

Definition 11. Let I be an admissible ideal in N× N. A double sequence x = (xkl)

of numbers is said to be I-weighted lacunary statistically convergent or S2
(R,θ)(I)-

convergent to L, in the Pringsheim sense, if for each ε > 0 and δ > 0{
(r, s) ∈ N× N :

1

Hrs

|{(k, l) ∈ I′rs : pkpl |xkl − L| ≥ ε}| ≥ δ

}
∈ I.

In this case, we write xkl → L
(
S2
(R,θ) (I)

)
or S2

(R,θ) (I)-P -lim
k,l

xkl = L. Let

S2
(R,θ)(I) denotes the set of all I-weighted lacunary statistically convergent double
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sequences of numbers. If pk = 1, pl = 1 for all k, l ∈ N, then S2
(R,θ)(I)-convergence

reduces to S2
θ (I)-convergence (see, [15]). For

I = Id2 = {A : A ⊆ N× N : d(R2,θ)(A(ε)) = 0}, (3.1)

which is also an admissible ideal, S2
(R,θ)(I) convergence coincides with S2

(R,θ) con-

vergence which can be given as follows:

A double sequence x = (xkl) of real numbers is said to be weighted lacunary

statistically convergent or S2
(R,θ)-convergent to L ∈ R, provided that for each ε > 0

we have d(R2,θ) (A(ε)) = 0 (weighted lacunary asymptotic density of the set A(ε))

where

A(ε) = {(k, l) ∈ N× N, (k, l) ∈ I ′rs : pkpl|xkl − L| ≥ ε}, (3.2)

that is; for every ε > 0, P-limr,s
1

Hrs
|{(k, l) ∈ I ′rs : pkp̄l |xkl − L| ≥ ε}| = 0.

Definition 12. Let I ⊆ P (N × N) be an admissible ideal. A double sequence

x = (xkl) of numbers is said to be [R2, θrs, p]
I-summable to L if for every ε > 0

we have (r, s) ∈ N× N :
1

Hrs

∑
(k,l)∈Irs

pkpl |xkl − L| ≥ ε

 ∈ I.

In this case, we write xkl → L
(
[R2, θrs, p]

I
)

or [R2, θrs, p]
I-limx = L. Let

[R2, θrs, p]
I denotes the set of all [R2, θrs, p]

I-convergent double sequences of num-

bers.

Theorem 2. Let I ⊆ P (N× N) be an admissible ideal and θrs be a double la-

cunary sequence and I ′rs ⊆ Irs . Then xkl → L
(
[R2, θrs, p]

I
)

implies xkl →

L
(
S2
(R,θ)(I)

)
.

Proof. Suppose that xkl → L
(
[R2, θrs, p]

I
)

and let A(ε) be defined as in equation
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(3.2). Then we have

1
Hrs

∑
(k,l)∈Irs

pkpl |xkl − L| ≥ 1
Hrs

∑
(k,l)∈I′rs

pkpl |xkl − L|

≥ 1
Hrs

∑
(k,l)∈I′rs
(k,l)∈A(ε)

pkpl |xkl − L|

≥ ε 1
Hrs

|{(k, l) ∈ N× N : (k, l) ∈ A(ε)}| ,

which implies

1

ε

1

Hrs

∑
(k,l)∈Irs

pkpl |xkl − L| ≥ 1

Hrs

|{(k, l) ∈ I ′rs : pkpl |xkl − L| ≥ ε}| .

Thus for any δ > 0, we have the following{
(r, s) ∈ N× N : 1

Hrs
|{(k, l) ∈ I ′rs : pkpl |xkl − L| ≥ ε}| ≥ δ

}
⊆

{
(r, s) ∈ N× N : 1

Hrs

∑
(k,l)∈Irs

pkpl |xkl − L| ≥ εδ

}
.

Since xkl → L
(
[R2, θrs, p]

I
)

, it follows that the latter set belongs to I and hence

the result is obtained.

Theorem 3. Let I ⊆ P (N× N) be an admissible ideal and pkpl |xkl − L| ≤ M

for all k, l ∈ N and Irs ⊆ I ′rs. If x = (xkl) → L
(
S2
(R,θ)(I)

)
then xkl →

L
(
[R2, θrs, p]

I
)

.

Proof. Suppose that pkpl |xkl − L| ≤ M for all k, l ∈ N and Irs ⊆ I ′rs. Let xkl →
L
(
S2
(R,θ)(I)

)
and A(ε) be defined as in (3.2). For each ε > 0 we have

1
Hrs

∑
(k,l)∈Irs

pkpl |xkl − L| ≤ 1
Hrs

∑
(k,l)∈I′rs

pkpl |xkl − L|

≤ 1
Hrs

∑
(k,l)∈I′rs
(k,l)∈A(ε)

pkpl |xkl − L|+ 1
Hrs

∑
(k,l)∈I′rs
(k,l)/∈A(ε)

pkpl |xkl − L|

≤ M 1
Hrs

|A(ε)|+ ε.
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Consequently, we obtain{
(r, s) ∈ N× N : 1

Hrs

∑
(k,l)∈Ir,s

pkpl |xkl − L| ≥ ε

}
⊆

{
(r, s) ∈ N× N : 1

Hrs
|{(k, l) ∈ I ′rs : pkpl |xkl − L| ≥ ε}| ≥ ε

M

}
.

Since xkl → L
(
S2
(R,θ)(I)

)
in the Pringsheim sense, it follows that the latter set

belongs to I , which immediately implies(r, s) ∈ N× N :
1

Hrs

∑
(k,l)∈Irs

pkpl |xkl − L| ≥ ε

 ∈ I.

This shows that xkl → L
(
[R2, θrs, p]

I
)

in the Pringsheim sense.

If anyone wants to show that the converse of the previous theorem is strict, then

for I = If the class of all finite subsets of N×N, pk = 1, pl = 1 for all k, l ∈ N and

θ = (kr, ls) = (2r, 3s) for all r, s > 0. Consider the sequence x = (xkl) = (−1)k

for all l, of course the inequality pkpl |xkl − L| ≤ M holds for all k, l ∈ N. The

double sequence x = (xkl) ∈ [R2, θrs, p]
I but x /∈ S2

(R,θ)(I).

Definition 13. A double sequence x = (xkl) is said to be (R2, θrs, p)
I-summable

to L, if I-limr,sWrs(x) → L i.e for any ε > 0,

{(r, s) ∈ N× N : |Wrs(x)− L| ≥ ε} ∈ I

where

Wrs(x) :=
1

Hrs

∑
(k,l)∈Irs

pkplxkl.

In this case, we write (R2, θrs, p)
I-P -limx = L or xkl → L

(
(R2, θrs, p)

I
)

in the

Pringsheim sense for I = If ; the ideal of all finite subsets of (N×N), (R2, θrs, p)
I-

summability becomes (R2, θrs, p)-summability [9].

In the following theorem, we examine the relation between S2
(R,θ)(I)-convergence

and (R2, θrs, p)
I-summability.
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Theorem 4. Let pkpl |xkl − L| ≤ M for all k, l ∈ N and Irs ⊆ I ′rs. If a double

sequence x = (xkl) is S2
(R,θ)(I)-convergent to L, in the Pringsheim sense, then it is

(R2, θrs, p)
I-summable to L.

Proof. Let pkpl |xkl − L| ≤ M for all k, l ∈ N and Irs ⊆ I ′rs. Suppose that xkl →
L
(
S2
(R,θ) (I)

)
, in the Pringsheim sense. Then we have the following, where A(ε)

is defined as in equation (3.2).

|Wrs − L| =

∣∣∣∣∣ 1
Hrs

∑
(k,l)∈Irs

pkplxkl − L

∣∣∣∣∣
=

∣∣∣∣∣ 1
Hrs

∑
(k,l)∈Irs

pkpl (xkl − L)

∣∣∣∣∣ ≤
∣∣∣∣∣ 1
Hrs

∑
(k,l)∈I′rs

pkpl (xkl − L)

∣∣∣∣∣
≤

∣∣∣∣∣∣∣ 1
Hrs

∑
(k,l)∈I′rs
(k,l)∈A(ε)

pkpl (xkl − L)

∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣ 1
Hrs

∑
(k,l)∈I′rs
(k,l)/∈A(ε)

pkpl (xkl − L)

∣∣∣∣∣∣∣
= M 1

Hrs
|{(k, l) ∈ I ′rs : pkpl |xkl − L| ≥ ε}|+ ε.

If we take

A (ε) =

{
(r, s) ∈ N× N :

1

Hrs

|{(k, l) ∈ I ′rs : pkpl |xkl − L| ≥ ε}| ≥ ε

M

}
,

then the set (N\A (ε)) belongs to F (I) where F (I) is a filter on N×N. For (r, s) ∈
(N\A (ε)) we obtain |Wrs − L| < 2ε. Hence {(r, s) ∈ N× N : |Wrs − L| ≥ 2ε} ⊂
A (ε) belongs to I . This shows that I-limr,sWrs = L and hence

xkl → L
(
(R2, θrs, p)

I
)

.

Theorem 5. The following statements are true:

(1) If pk ≤ 1 and pl ≤ 1 for all k, l ∈ N and xkl → L (S2
θ (I)) then xkl →

L
(
S2
(R,θ)(I)

)
.
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(2) Let Hr

hr
and Hs

hs
be upper bounded. If pk ≥ 1 and pl ≥ 1 for all k, l ∈ N and

xkl → L
(
S2
(R,θ)(I)

)
then xkl → L (S2

θ (I)) in the Pringsheim sense.

Proof. (1) If pk ≤ 1 and pl ≤ 1 for all k, l ∈ N then Hr ≤ hr and Hs ≤ hs for all

r, s ∈ N. So, there exist M1 and M2 constants such that 0 < M1 ≤ Hr

hr
≤ 1 for all

r ∈ N and 0 < M2 ≤ Hs

hs
≤ 1 for all s ∈ N. Let x = (xkl) be a double sequence

which converges to the P -limit L in S2
θ (I), then for an arbitrary ε > 0

1
Hrs

∣∣{(k, l) ∈ I ′r,s : pkpl |xkl − L| ≥ ε
}∣∣

= 1
HrH̄s

∣∣{Pkr−1 < k ≤ Pkr and P̄ls−1 < l ≤ P̄ls : pkp̄l |xkl − L| ≥ ε
}∣∣

≤ 1
M1M2

1
hrh̄s

∣∣{Pkr−1 ≤ kr−1 < k ≤ Pkr ≤ kr

and P̄ls−1 ≤ ls−1 < l ≤ P̄ls ≤ ls : |xkl − L| ≥ ε
}∣∣

= 1
M1,2

1
hrs

|{kr−1 < k ≤ kr and ls−1 < l ≤ ls : |xkl − L| ≥ ε}|
= 1

M1,2
1

hrs
|{(k, l) ∈ Ir,s : |xkl − L| ≥ ε}|

where M1,2 := M1M2. Thus for a given δ > 0

1
Hrs

|{(k, l) ∈ I ′rs : pkpl |xkl − L| ≥ ε}| ≥ δ

⇒ 1
hrs

|{(k, l) ∈ Irs : |xkl − L| ≥ ε}| ≥ Mδ.

Hence {
(rs) ∈ N× N : 1

Hrs
|{(k, l) ∈ I ′rs : pkpl |xkl − L| ≥ ε}| ≥ δ

}
⊂

{
(r, s) ∈ N× N : 1

hrs
|{(k, l) ∈ Irs : |xkl − L| ≥ ε}| ≥ Mδ

}
.

Since xkl → L (S2
θ (I)), in the Pringsheim sense, the set on the right hand side

belongs to I and so it follows that xkl → L
(
S2
(R,θ)(I)

)
in the Pringsheim sense.

(2) Let Hr

hr
and Hs

hs
be upper bounded and pk ≥ 1 and pl ≥ 1 for all k, l ∈ N.

Then Hr ≥ hr and Hs ≥ hs for all r, s ∈ N. So, there exist N1 and N2 constants

such that 1 ≤ Hr

hr
≤ N1 < ∞, 1 ≤ Hs

hs
≤ N2 < ∞ for all r, s ∈ N. Assume

that the double sequence x = (xkl) converges to the P -limit L in S2
(R,θ)(I) with
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S2
(R,θ)(I)-P -limx = L, then for an arbitrary ε > 0 we have

1
hrs

|{(k, l) ∈ Irs : |xkl − L| ≥ ε}|
= 1

hrh̄s
|{kr−1 < k ≤ kr and ls−1 < l ≤ ls : |xkl − L| ≥ ε}|

≤ N1

Hr
· N2

H̄s
|
{
kr−1 ≤ Pkr−1 < k ≤ kr ≤ Pkr and{

ls−1 ≤ P
ls−1

< l ≤ ls ≤ P ls : pkp̄l |xkl − L| ≥ ε
}
|

= N1,2 · 1
Hrs

|{(k, l) ∈ I ′rs : pkp̄l |xkl − L| ≥ ε}|

where N1,2 = N1N2. Thus for a given δ > 0,

1

hrs

|{(k, l) ∈ Irs : |xkl − L| ≥ ε}| ≥ δ

⇒ 1

Hrs

|{(k, l) ∈ I ′rs : pkpl |xkl − L| ≥ ε}| ≥ δ

N1,2

.

Since xkl → L
(
S2
(R,θ)(I)

)
, the set on the right-hand side belongs to I and so it

follows that xkl → L (S2
θ (I)) in the Pringsheim sense.

Theorem 6. Let θr,s = {(kr, ls)} be a double lacunary sequence. Then we have the

followings:

1. If lim infrQr > 1 and lim infsQs > 1 then S2
R(I) ⊆ S2

(R,θ)(I).

2. If lim suprQr < ∞ and lim supsQs < ∞ then S2
(R,θ)(I) ⊆ S2

R(I).

3. If 1 < lim inf
r

Qr ≤ lim sup
r

Qr < ∞ and 1 < lim inf
s

Qs ≤ lim sup
s

Qs < ∞

then S2
(R,θ)(I) = S2

R(I).

Proof. The item (3) is a consequence of (1) and (2).

(1) Suppose that lim infrQr > 1 and lim infsQs > 1 then there exists a γ > 0 such

that Qr ≥ 1 + γ and Qs ≥ 1 + γ for sufficiently large values of r and s, which

implies that Hr

Pkr
≥ γ

1+γ
and Hs

P ls
≥ γ

1+γ
. Let S2

R(I)-P -limk,lxkl = L. Then for
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sufficiently large values of r and s, we have

1
Pkr P̄ls

∣∣{k ≤ Pkr and l ≤ P̄ls : pkp̄l |xkl − L| ≥ ε
}∣∣

≥ 1
PkrP̄ls

|{(k, l) ∈ I ′rs : pkp̄l |xkl − L| ≥ ε}|
= Hrs

PkrP̄ls
· 1
Hrs

|{(k, l) ∈ I ′rs : pkp̄l |xkl − L| ≥ ε}|

≥
(

γ
1+γ

)2
1

Hrs
|{(k, l) ∈ I ′rs : pkp̄l |xkl − L| ≥ ε}| .

So for a given δ > 0

1

Hrs

∣∣{(k, l) ∈ I ′r,s : pkpl |xkl − L| ≥ ε
}∣∣ ≥ δ

⇒ 1

Pkr P̄ls

∣∣{k ≤ Pkr and l ≤ P̄ls : pkp̄l |xkl − L| ≥ ε
}∣∣ ≥ (

γ

1 + γ

)2

Hence,{
(r, s) ∈ × : 1

Hrs

∣∣{(k, l) ∈ I ′r,s : pkp̄l |xkl − L| ≥ ε
}∣∣ ≥ δ

}
⊂

{
(r, s) ∈ × : 1

Pkr P̄ls

∣∣{k ≤ Pkr and l ≤ P̄ls : pkp̄l |xkl − L| ≥ ε
}∣∣ ≥ (

γ
1+γ

)2
}
.

Since xkl → L (S2
R(I)), the set on the right-hand side belongs to I and so it follows

that xkl → L
(
S2
(R,θ)(I)

)
in the Pringsheim sense.

(2) Suppose that lim supQr < ∞ and lim supQs < ∞. Then there exists H > 0

such that Qr < H and Qs < H for all r and s. Suppose that xkl → L
(
S2
(R,θ)(I)

)
and

Nrs = |{(k, l) ∈ I ′rs : pkpl |xkl − L| ≥ ε}| . (3.3)

By (3.3) and the definition of S2
(R,θ)(I) given ε > 0, there exists r0, s0 ∈ N such that

Nrs

Hrs
< ε for all r > r0 and s > s0. Let M = max {Nrs : 1 ≤ r ≤ r0 and 1 ≤ s ≤ s0}

and let n and m be any integers satisfying kr−1 < n ≤ kr and ls−1 < m ≤ ls. Hence
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we have the following

1
Pkr−1

P̄ls−1

∣∣{k ≤ Pn and l ≤ P̄m : pkp̄l |xkl − L| ≥ ε
}∣∣

≤ 1
Pkr−1

P̄ls−1

r,s∑
i,j=1,1

Ni,j =
1

Pkr−1
P̄ls−1

r0,s0∑
i,j=1,1

Ni,j +
1

Pkr−1
P̄ls−1

∑
(r0<i≤r)∪(s0<j≤s)

Ni,j

≤ Mr0s0
Pkr−1

P̄ls−1

+ 1
Pkr−1

P̄ls−1

∑
(r0<i≤r)∪(s0<j≤s)

εHrs

< Mr0s0
Pkr−1

P̄ls−1

+
ε

(
Pkr P̄ls−Pkr

0
P̄ls0

)
Pkr−1

P̄ls−1

≤ Mr0s0
Pkr−1

P̄ls−1

+
εPkr P̄ls

Pkr−1
P̄ls−1

≤ Mr0s0
Pkr−1

P̄ls−1

+ εH2.

So, for a given δ > 0{
(n,m) ∈ N× N : 1

PnP̄m

∣∣{k ≤ Pn and l ≤ P̄m : pkp̄l |xkl − L| ≥ ε
}∣∣ ≥ δ

}
⊂

{
(n,m) ∈ N× N : Mr0s0

Pkr−1
P̄ls−1

+ εK ≥ δ
}
.

Since xkl → L
(
S2
(R,θ)(I)

)
, in the Pringsheim sense, the set on the right-hand side

belongs to I and so it follows that xkl → L (S2
R(I)).
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Abstract

The spectral problem for a discontinuous second order differential

operator is considered. The basicity of eigenfunctions of spectral problem

in Morrey type spaces is proved.

1 Introduction

One of the commonly used methods for solving partial differential equations is

the method Fourier (the method of separation of variables). This method yields the
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appropriate spectral problem and in order to justify the method, it is very important

the question of the expansion of functions of certain class on eigen- and associa-

tion functions of the discrete differential operators. The study of spectral properties

of some discrete differential operators motivates the development of new methods

for constructing bases. In this context, much attention has been given to the study

of basis properties (completeness, minimality and basicity) of systems of special

functions, which are frequently eigen- and associated functions of differential

operators. Additionally, various methods for examining these properties were pro-

posed. Examples of such works are [2,3,9,11,12]. In the case of discontinuous dif-

ferential operators, there appear systems of eigenfunctions whose basicity cannot

be investigated by previously known methods. To explain this situation, we con-

sider a model eigenvalue problem for the discontinuous second order differential

operator

−y′′ (x) = λy (x) , x ∈ (−1, 0) ∪ (0, 1) , (1.1)

with boundary conditions

y (−1) = y (1) = 0; y (−0) = y (+0) ; y′ (−0)− y′ (+0) = λmy (0) . (1.2)

This spectral problem has two series of eigenfunctions [8], where

ũ1n (x) = sin πnx, x ∈ [−1, 1] , n = 1, 2, ..., (1.3)

ũ2n (x) =

{
sinπnx+O

(
1
n

)
, x ∈ [−1, 0] ,

− sinπnx+O
(
1
n

)
, x ∈ [0, 1] , n = 0, 1, 2, ....

(1.4)

Such spectral problems arise when the problem of vibrations of a loaded string

with fixed ends and a load placed in its middle is solved by applying the Fourier

method [1,14]. To justify the Fourier method, one needs to examine the basis prop-

erties of the double system {ũ1n; ũ2n}n∈N in suitable function spaces (as a rule, in

Lebesgue or Sobolev spaces). As usual, one first studies the basis properties of the

unperturbed system{u1n;u2n}n∈N , which is the principal part of the asymptotics
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of the system {ũ1n; ũ2n}n∈N :

u1n (x) = sinnx, x ∈ [−1, 1] , n = 1, 2, ...,

u2n (x) =

{
sinπnx, x ∈ [−1, 0] ,

− sinπnx , x ∈ [0, 1] , n = 0, 1, 2, ... .

Then various perturbation methods are applied. This direction has been well

developed (see [9, 2, 6, 13]). It is easy to see that the principal part {u1n;u2n}n∈N
is not a standard system. It turns out that the explicit expression for the system

{u1n;u2n}n∈N is not exceptional, but obeys a certain general relation. In the work

[4] is considered an abstract approach to the problem described above and is pro-

posed a new method for constructing bases, which has wide applications in the

spectral theory of differential operators.

In this paper, we show that the proposed in [4] an abstract method can be used

in non-standard spaces such as Morrey type space.

2 Necessary information

Recall the definitions of the p-bases and p-close systems in Banach space X.

Definition 1. The bases {un}n∈N of Banach space X is called a p-bases, if for any

x ∈ X (
∞∑
n=1

|⟨x, ϑn⟩|p
) 1

p

≤ M ∥x∥ ,

where {ϑn}n∈N is a conjugate system of {un}n∈N .

Definition 2. The sequences {un}n∈N and {φn}n∈N of Banach space X is called a

p-close if
∞∑
n=1

∥un − φn∥p < ∞.

The following theorem is proved in [3].
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Theorem 1. Let X be a Banach space with p-bases {xn}n∈N and a system {yn}n∈N
is q-close to {xn}n∈N (1

p
+ 1

q
= 1). Then the following properties are equivalent:

a) {yn}n∈N is complete in X;

b) {yn}n∈N is minimal in X;

c) {yn}n∈N is ω-linear independent in X;

d) {yn}n∈N is a bases in X , which is isomorphic to the system {xn}n∈N .

Suppose that X can be represented as a direct decomposition X = X1 ⊕ . . . ⊕
Xm, where Xi, i = 1, 2, ...,m, are Banach spaces. For convenience, the elements of

X are identified, with vectors: x ∈ X ⇔ x = (x1; ...;xm) where xk ∈ Xk , k =

1, 2, ...,m. The norm in X is defined by the formula

∥x∥X =

√√√√ m∑
i=1

∥xi∥2Xi
.

It is clear that (see e.g. [10]) X∗ = X∗
1 ⊕ . . . ⊕X∗

m and for f ∈ X∗ and x ∈ X it

holds

< x ; f >=
m∑
i=1

< xi; fi >

(< · ; · > is the value of the functional), where f = (f1, ..., fm) and fk ∈ X∗
k , k =

1, 2, ...,m. For xk ∈ Xk let us denote by x̃k the element from X, which is defined

by the formula

x̃k =

0, ..., xk︸ ︷︷ ︸
k

, ..., 0

 .

Suppose that a system {uin}n∈N is given in each space Xi , i ∈ 1 : m. Consider

the following system in X

ûin = (ai1u1n, ai2u2n, ..., aimumn) , i ∈ 1 : m ; n ∈ N, (2.1)

where aij are some numbers. Let

A = (aij)i, j=1,m ; ∆ = detA.

The following theorem is proved [4].
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Theorem 2. Let Xi, i ∈ 1 : m, be pairwise isomorphic Banach spaces, and let the

systems {uin}n∈N be isomorphic bases of the corresponding spaces. If ∆ ̸= 0 then

the system defined by (2.1) is a basis in X that is isomorphic to the bases {ũin}n∈N .

Let X0 be a Banach space with a norm ∥·∥X0
. Then X = X0+̇Cm is also a

Banach space and for û = (u; α1, ..., αm) ∈ X , where u ∈ X0, αk ∈ C, k = 1, m,

the norm is defined by the formula

∥û∥X =

(
∥u∥2X0

+
m∑
=1

|αk|2
) 1

2

.

X∗ = X∗
0 +̇Cm is a dual space of X , and latter means that the each vector

(ϑ; β1, ..., βm) ∈ X∗
0 ⊕ Cm, defines the element ϑ̂ ∈ X∗ by the formula

< û, ϑ̂ >= (u, ϑ) +
m∑
k=1

αkβk,

where ϑ ∈ X∗
0 , βk ∈ C, k = 1, m. The following theorem is proved [7].

Theorem 3. Let {ûn}n∈N form a basis for X , where ûn = (un;αn1, ..., αnm), and{
ϑ̂n

}
n∈N

, where ϑ̂n = (ϑn; βn1, ..., βnm), is a biorthogonal conjugate system, J =

{n1, ..., nm} ⊂ N is the set of m different natural numbers, NJ = N\J . Put

δ = det ∥βnkj∥
n
k, j=1 .

Then, for the basicity of the system {un}n∈NJ
in space X0 it is necessary and suffi-

cient the fulfillment of the condition δ ̸= 0.

If δ = 0 then the system {un}n∈NJ
does not form a basis for X0, moreover the

system {un}n∈NJ
is not complete and not minimal in X0.

We will also need some facts about the theory of Morrey-type spaces. Let Γ

be some rectifiable Jordan curve on the complex plane C . By |M |Γ we denote

the linear Lebesgue measure of the set M ⊂ Γ. By the Morrey-Lebesgue space
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Lp,α (Γ), 0 ≤ α1 ≤ α2 ≤ 1, p ≥ 1, we mean a normed space of all functions f (·)
measurable on equipped with a finite norm ∥f∥Lp,α(Γ):

∥f∥Lp,α(Γ) = sup
B

(
|B ∩ Γ|α−1

Γ

∫
B∩

|f (ξ)|p |dξ|
) 1

p

< +∞.

Lp,α (Γ) is a Banach space and Lp,1 (Γ) = Lp (Γ), Lp,0 (Γ) = L∞ (Γ). The embed-

ding Lp,α1

Γ (Γ) ⊂ Lp,α2 (Γ) is valid for 0 ≤ α1 ≤ α2 ≤ 1 . Thus, Lp,α (Γ) ⊂ Lp (Γ),

∀α ∈ [0, 1], ∀p ≥ 1. The case of Γ ≡ [−π, π] will be denoted by Lp,α (−π, π) ≡
Lp,α.

Denote by L̃p,α the linear subspace of Lp,α consisting of functions whose shifts

are continuous in Lp,α, i.e. ∥f (· + δ)− f ( · )∥Lp,α → 0, as δ → 0. The closure of

L̃p,α in Lp,α will be denoted by Mp,α . In [5] the following theorem is proved

Theorem 4. The exponential system {ei nt}n∈Z forms a basis for Mp,α,1 < p <

+∞, 0 < α ≤ 1.

Using this theorem, it is easy to obtain the following

Statement 1 Each of the trigonometric systems {sinnx}∞n=1 and {cosnx}∞n=0 forms

a bases for Mp,α, 1 < p < +∞, 0 < α ≤ 1.

3 Main results

In this section we consider the question of the basicity of the system {un (x)}∞n=0

of eigenfunctions of the problem (1.1), (1.2) in the spaces Mp,α (−1, 1) ⊕ C and

Mp,α (−1, 1) . The operator L which linearized the problem (1.1), (1.2) in the

space Lp (−1, 1)⊕ C is constructed as follows

D (L ) =
{
û ∈ Lp (−1, 1)⊕ C : û = (u; mu (0)) , u ∈ W 2

p (−1, 0) ∪ (0, 1) ,

u (−1) = u (1) = 0, u (−0) = u (+0)},

and for û ∈ D (L )

L û = (−u′′;u′ (−0)− u′ (+0)) .
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It is clear, that L is densely defined operator with compact resolvent. The system

of eigenvectors of operator L {ûn}∞n=0 is minimal in the space Lp (−1, 1)⊕C and

its conjugate system
{
ϑ̂n

}∞

n=0
is the system of eigenvectors of the adjoint operator

L ∗ and it is of the form

ϑ̂n = (ϑn, m̄ϑn (0)) , n = 0, 1, ..., (3.1)

Here ϑn (x) , n = 0, 1, ..., are the eigenfunctions of adjoint spectral problem

ϑ′′′ (x) + λϑ (x) = 0, (3.2)

ϑ (−1) = ϑ (1) = 0 ; ϑ (−0) = ϑ (+0) ; ϑ′ (−0)− ϑ (+0) = λmϑ (0) . (3.3)

Carrying out similar arguments for the problem (3.2), (3.3) we obtain that for

ϑn (x) , n = 0, 1, ..., the following formulas are valid

ϑ2n−1 (x) = sin π nx, x ∈ [−1, 1] , n = 1, 2, ... (3.4)

and

ϑ2n (x) =

{
c2n sin πnx+

(
1
n

)
, x ∈ [−1, 0] ,

−c2n sin πnx+
(
1
n

)
, x ∈ [0, 1] , n = 0, 1, 2, ...,

(3.5)

where c2n are the normalization numbers and for which the asymptotic relation

c2n = 1 +O

(
1

n2

)
,

holds.

Denote

e1,n (x) = sin πnx, x ∈ [−1, 1] ,

e2,n (x) =

{
sin πnx, if x ∈ [−1, 0] ,

− sin πnx, if x ∈ [0, 1] ,

and consider the system {ên}∞n=0 , where

ê0 = (0; 1) , ê2n = (e2,n; 0) , ê2n−1 = (e1,n; 0) , n ∈ N
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Theorem 5. The system {ûn}∞n=0 forms a bases equivalent to the system {ên}∞n=0

for space Mp,α (−1, 1)⊕ C, 1 < p < ∞, 0 < α ≤ 1.

Proof. By virtue of the decomposition

Mp,α (−1, 1) = Mp,α (−1, 0)⊕Mp,α (0, 1) ,

(which is easy to set in a standard way), and also due to the fact that the trigonomet-

ric system is a bases in both spaces Mp,α (−1, 0) and Mp,α (0, 1) (see. Statement

1), Theorem 2 implies that the system {ên}∞n=0 forms a bases for Mp,α (−1, 1)⊕C

for 1 < p < ∞, 0 < α ≤ 1.

Let 1<p≤2 and f̂ ∈ Mp,α (−1, 1) ⊕ C be an arbitrary element. Then, using the

embedding Mp,α (−1, 1) ⊂ Lp (−1, 1) it is not difficult to establish the validity of

the Hausdorff-Young type inequality(
∞∑
n=0

∣∣∣⟨f̂ , ên⟩∣∣∣q)
1
q

≤ C
∥∥∥f̂∥∥∥

Lp(−1,1)⊕C
≤ C

∥∥∥f̂∥∥∥
Mp,α(−1,1)⊕C

.

This means that the system {ên}∞n=0 forms a q-basis for Mp,α (−1, 1) ⊕ C. More-

over, from the asymptotic formulas (1.3), (1.4), with

ûn = ên +O

(
1

n

)
,

where ûn = (un (x) ;mun (0)), it follows that∑
n

∥ûn − ên∥pMp,α(−1,1)⊕C < +∞.

This means that the systems {ûn}∞n=0 and {ên}∞n=0 are p−close. On the other hand,

by Theorem 2 the system {ûn}∞n=0 forms a bases for the space Lp (−1, 1) ⊕ C,

therefore, it is minimal in this space and in view of the embedding

(Lq (−1, 1)⊕ C) ⊂ (Mp,α (−1, 1)⊕ C)∗ ,
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we find that it is minimal in Mp,α (−1, 1)⊕C. Thus, all the conditions of Theorem

1 hold and by this theorem, the system {ûn}∞n=0 forms an equivalent basis to the

system {ên}∞n=0 for space Mp,α (−1, 1)⊕ C.

Now let p > 2 and f̂ ∈ Mp,α (−1, 1) ⊕ C be an arbitrary element. Then f̂ ∈
Lp (−1, 1)⊕C, and by Hausdorff-Young inequality and by virtue of the embedding

Lp(−1, 1) ⊂ Lq(−1, 1),

we obtain the following inequality(
∞∑
n=0

∣∣∣⟨f̂ , ên⟩∣∣∣p)
1
p

≤ C
∥∥∥f̂∥∥∥

Lq(−1,1)⊕C
≤ C

∥∥∥f̂∥∥∥
Lp(−1,1)⊕C

≤ C
∥∥∥f̂∥∥∥

Mp,α(−1,1)⊕C
.

This means that the system {ên}∞n=0 is a p-bases in Mp,α (−1, 1)⊕C, and the system

{ûn}∞n=0 is q-close to {ên}∞n=0. Consequently, in this case, we can apply Theorem

1, which completes the proof of the theorem.

Now, let us consider the basicity of the system {un (x)}∞n=0 with a remote function

in space Mp,α (−1, 1).

Theorem 6. If n0 – is an arbitrary even number, the system {un (x)}∞n=0;n ̸=n0
forms

an equivalent bases to the system {en (x)}∞n=1, for Mp,α (−1, 1) , 1 < p < ∞,

0 < α ≤. If n0 – is an arbitrary odd number, then the system {un (x)}∞n=0;n ̸=n0
does

not form a bases for Mp,α (−1, 1), moreover, it is not complete and minimal in this

space.

Proof. From the formulas (3.4), (3.5) for the eigenfunctions {ϑn (x)}∞n=0of the con-

jugate problem, it follows that ϑn (0) ̸= 0 for even n and ϑn (0) = 0 for odd

n. On the other hand, the formula (3.1) is valid for the system of eigenvectors of

the adjoint operator L ∗. Applying Theorem 3 to the system{ûn}∞n=0, we see that

δ = m̄ϑn (0) ̸= 0 for even n, δ = m̄ϑn (0) = 0 for odd n and all statements of the

theorem follow from the corresponding statements of the Theorem 3.
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Abstract

A hemiring is a ring without subtraction may not have identity and

commutativity of multiplication. If we replace binary multiplication by ternary

multiplication in a hemiring, it is called a ternary hemiring. Three different

approaches of Jacobson radical is already studied by us. We improve those

results to ternary hemirings. Dutta and Kar have studied some results on Ja-

cobson radical of a ternary semiring. Our results are much more improvised.
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1 Introduction

Lister [9] defined a ternary ring as an additive subgroup of a ring which is closed

under ternary multiplication. Dutta and Kar [2],[3] defined ternary semiring as a

ternary ring where additive inverse is absent in additive subgroup structure namely

it is a monoid. We generalize ternary semiring by ternary hemiring where multipli-

cation identity is not necessary. For example Z+
0 , the set of non-negative integers is

a semiring, Z−
0 , the set of non-positive integers, is a ternary semiring and 2Z−

0 is a

ternary hemiring.

2 Right quasi regularity

From our paper [5], we recall some definitions.

Definition 2.1 An ideal A of a ternary hemiring H is said to be semi subtractive if

and only if h ∈ A ∩ ∨(H), with ∨(H) = {h|h+ h′ = 0 for some h′ ∈ H} implies

that h′ ∈ A ∩ ∨(H)

Definition 2.2 An ideal A of a ternary hemiring H is called subtractive (k-ideal) if

a+ b ∈ A, a ∈ H, b ∈ A imply that a ∈ A

Definition 2.3 An ideal A of a ternary hemiring H is called strongly subtractive if

a+ b ∈ A imply that a ∈ A and b ∈ A.

Definition 2.4 Let A be an ideal of a ternary hemiring H . Then the k-closure of A, is

defined as

Ā = {a ∈ H|a+ b = c for some b, c ∈ A}
Remark 2.5 A ⊂ B ⇒ Ā ⊂ B̄ and Ā = ¯̄A, Ā is always a subtractive ideal.

Definition 2.6 An element h of a ternary hemiring H is said to be right quasi-regular

(r.q.r) if for each t ∈ H there exists h′ ∈ H such that h⊙ h′ = h + h′ + hth′ = 0.

Note that element 0 acts as an identity of operation ⊙ and an element h′ is called

right quasi-inverse (r.q.i) of h. Dually if h′⊙h = h+h′+h′th = 0, then h is called

left quasi-regular (l.q.r) and h′ as left quasi inverse (l.q.i).
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h is called quasi-regular (q.r.) if it is r.q.r and l.q.r.

Definition 2.7 A proper ideal P of a ternary hemiring H is called a prime ideal of

H if and only if for any ideals A,B,C of H , ABC ⊆ P implies that A ⊆ P or

B ⊆ P or C ⊆ P .

Proposition 2.8 An element h ∈ H is r.q.r. iff subtractive ideal

A = {hth′ + h′|for all t ∈ H and some h′ ∈ H} = H . 2 + 2 = 4aa

Proposition 2.9 A right subtractive ideal A of H is r.q.r. then it is q.r.

Definition 2.10 An element h ∈ H is nilpotent if for each h′ ∈ H there exists a

positive integer n depending on h such that (hh′)nh = 0.

3 Right Semi-regularity

Definition 3.1 An element h of a ternary hemiring H is said to be right semi-regular

if for each t ∈ H there exist h1, h2 ∈ H such that

h+ h1 + hth1 = h2 + hth2.

An element h of a ternary hemiring H is said to be left semi-regular if for each

t ∈ H there exist h1 and h2 in H such that

h+ h1 + h1th = h2 + h2th

An element h of a ternary hemiring H is said to be semi-regular if it is both right

and left semi-regular.

Remark 3.2 Right quasi regular is a special case of right semi-regular if we choose

h2 = 0.

Proposition 3.3 Every nilpotent element in a ternary hemiring is right semi-regular.

Remark 3.4 Counter example for an right semi-regular element in a ternary hemir-

ing need not be nilpotent.

Let H = {0,−1,−2}. H is ternary hemiring under binary addition modulo 3 and

ternary multiplication modulo 3 operations. Clearly, all elements of H are right
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semi-regular. But −1 and −2 are not nilpotent elements.

Definition 3.5 An ideal A of a ternary hemiring H is said to be right semi-regular

if for each h ∈ H and for every pair of elements a1, a2 ∈ A there exist b1, b2 ∈ A

such that

a1 + b1 + a1hb1 + a2hb2 = a2 + b2 + a1hb2 + a2hb1 . . . (1)

An ideal A of a ternary hemiring H is said to be left semi-regular if for each h ∈ H

and for every pair of elements a1, a2 ∈ A, there exist b1, b2 ∈ A such that

a1 + b1 + b1ha1 + b2ha2 = a2 + b2 + b2ha1 + b1ha2 . . . (2)

An ideal A of H is called semi-regular if it is both right semi-regular and left semi-

regular.

Remark 3.6 If we put a2 = 0 in equation (1), we get a1+ b1+ a1hb1 = b2+ a1hb2.

This shows that a1 is right semi-regular.

Theorem 3.7 An element a ∈ H is right semi-regular if and only if for each h ∈ H

and t ∈ H there exist elements h1, h2 in H such that

h+ h1 + ath1 = h2 + ath2

Lemma 3.8 (lemma 3.10,[3]) The sum of two right semi-regular ideals is right

semi-regular ideal.

a ternary hemiring H over a countable set Ω, then right Jacobson radical of H is

defined by

Jr(H) =
∑
i∈Ω

Ari

Theorem 3.10 The right Jacobson radical Jr(H) of a ternary hemiring H is right

semi-regular.

Lemma 3.11 For right semi-regular ideal A, if a1, a2 ∈ A such that

(i) a1 + b1 + a1tb1 + a2tb2 = a2 + b2 + a1tb2 + a2tb1
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(ii) a1 + c1 + c1ta1 + c2ta2 = a2 + c2 + c1ta2 + c2ta1 where bi, ci (i = 1, 2) ∈ A

and t ∈ H , then there exists an element d ∈ A such that

b1 + c2 + d = b2 + c1 + d

Theorem 3.12 The right Jacobson radical Jr(H) is a left semi-regular ideal of a

ternary hemiring H .

Corollary 3.13 Jℓ is a right semi-regular ideal of a ternary hemiring H .

Theorem 3.14 Jr = Jℓ

Definition 3.15 A ternary hemiring H is semisimple if and only if J(H) = 0

Definition 3.16 A ternary hemiring H is a radical ternary hemiring if and only if

J(H) = H

Theorem 3.17 For a ternary hemiring H , H|J(H) is semisimple.

Theorem 3.19 Nil ideal N of a ternary hemiring H is contained in J(H).

Remark 3.20 Since J(H) is largest nil ideal and J(H̄) = 0̄ where H̄ = H/J ,

therefore there exists no non-zero left or right nil ideal in H̄ . That is there is no non-

zero idempotent in J(H) or a non-zero idempotent can not be right semi-regular.

Theorem 3.21 A nilpotent ideal U of H is contained in J(H).

Lemma 3.22 J(H) is a semiprime ideal of a ternary hemiring H .

Lemma 3.23 Prime radical of a ternary hemiring H is contained in the Jacobson

radical i.e. P (H) ⊆ J(H)

Lemma 3.24 If a ∈ H such that HaH ⊆ J(H), then a ∈ J(H).

4 Representation hemimodule and Jacobson radical

Definition 4.1 An additive commutative monoid M is called right hemimodule over

a ternary hemiring H if the mapping M × H × H → M satisfies the following

conditions

1. (m1 +m2)h1h2 = m1h1h2 +m2h1h2
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2. m1h1(h2 + h3) = m1h1h2 +m1h1h3

3. m1(h1 + h2)h3 = m1h1h3 +m1h2h3

4. (m1h1h2)h3h4 = m1(h1h2h3)h4 = m1h1(h2h3h4)

5. 0Mh1h2 = 0M = m1h10H = m10Hh2 for 0M ,m1,m2 ∈ M, 0H , h1, h2, h3, h4 ∈
H

Example 4.2 Let M2(Z
−
0 ) be the ternary hemiring of all 2 × 2 matrices over Z−

0 ,

the set of all non-positive integers. Then M =

{[
a b

0 0

]
|a, b ∈ Z

}
forms a right

ternary hemimodule over M2(Z
−
0 ).

Definition 4.3 A non-empty subset N of a ternary hemimodule M of H is called

right ternary subhemimodule of M if

1. a+ b ∈ N and

2. ah1h2 ∈ N for all a, b ∈ N and h1, h2 ∈ H

Definition 4.4 An equivalence relation ρ on a H ternary hemimodule M is called

linear if it is additive and homogeneous with regard to H , that is

1. xρx′ and yρy′ ⇒ (x+ y)ρ(x′ + y′)

2. xρx′ ⇒ xh1h2ρx
′h1h2

for all x, y, x′, y′ ∈ M and h1, h2 ∈ H

Definition 4.5 A linear equivalence relation ρ admits the cancellation law of addi-

tion if and only if

(x+ y)ρ(x′ + y′) and yρy′ ⇒ xρx′

Definition 4.6 Let N be a H-ternary subhemimodule of H-ternary hemimodule M .

Then x, y ∈ M are called strongly congruent module N , denoted by x ≡s y(N) iff

x+ n1 = y + n2 for some n1, n2 ∈ N
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Definition 4.7 For a ternary subhemimodule N of a ternary hemimodule M are

called weakly congruent modulo N , denoted by x ≡w y(N) iff x + n1 + z =

y + n2 + z for n1, n2,∈ N, z ∈ M

Definition 4.8 The closure of a ternary subhemimodule N , denoted by N̄ , is defined

as

N̄ = {x ∈ M |x+ n1 = n2 for some n1, n2 ∈ N}

and the strong closure of N , denoted by N̂ , is defined as

N̂ = {x ∈ M |x+ n1 + z = n2 + z for some n1, n2 ∈ N and z ∈ M}

N is called closed in M if N = N̄ and is called strongly closed in M if N = N̂ .

Definition 4.9 M is called representation hemimodule of a ternary hemiring H if

and only if

1. M is an H-ternary hemimodule

2. Cancellation law of addition holds i.e. x + y = x + z ⇒ y = z for all

x, y, z ∈ M

Definition 4.10 The zeroid of a ternary hemiring H , denoted by Z(H), is defined

as

Z(H) = {a ∈ H|a+ h = h for some h ∈ H}. Clearly, the zero element of H is in

Z(H).

Definition 4.11 Let M be a right ternary H-hemimodule. The annihilator of M in

H , denoted by AnnH(M), is defined as

AnnH(M) = {h ∈ H|Mhx = 0 = Mxh for all x ∈ H}

Definition 4.12 A representation hemimodule M of a ternary hemiring H is called

faithful iff Z(H) = AnnH(M)

Definition 4.13 A representation hemimodule M of a ternary hemiring H with

M ̸= 0 is called irreducible iff for each fixed pair of distinct elements m1,m2 ∈
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M and for all t ∈ H , and for any x ∈ M there exist h1, h2 ∈ H such that

x+m1th1 +m2th2 = m1th2 +m2th1

Definition 4.14 A representation hemimodule M over a ternary hemiring H is

called semi-irreducible iff

1. MHH ̸= {0}

2. there exist no non-zero proper closed subhemimodule of M .

Definition 4.15 Let Ω be the set of all irreducible representation hemimodules of a

ternary hemiring H . Jacobson radical of H , denoted by J ′(H), is defined as

J ′(H) =
∩
M∈Ω

AnnH(M)

Remark 4.16

1. If Ω = ϕ, then J ′(H) = H since H itself is the annihilator of only irreducible

hemimodule (0). In this case H is called radical ternary hemiring.

2. If Ω is the set of all possible irreducible representation hemimodule then

J ′(H) = (0) i.e. any non-zero irreducible representation hemimodule M

is annihilated by 0 ∈ H . In this case H is called simple ternary hemiring.

3. Z(H) ⊆ J ′(H).

Definition 4.17 A ternary hemiring H is called primitive iff it has a faithful irre-

ducible representation hemimodule.

Definition 4.18 An ideal A of a ternary hemiring H is called primitive iff H/A is

primitive.

Lemma 4.19 For a representation hemimodule M of a ternary hemiring H and

ideal A of H with MHA ̸= {0}

1. M is semi-irreducible and m ∈ M then m = 0 iff mta = 0 for all a ∈ A and

for all t ∈ H
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2. M is irreducible and m1,m2 ∈ M then m1 = m2 iff m1ta = m2ta for all

a ∈ A and for all t ∈ H

Lemma 4.20 A representation hemimodule M ̸= 0 of a ternary hemiring H is

semi-irreducible iff mHH = M for all m ∈ M . That is for every 0 ̸= m ∈ M and

for any x ∈ M there exist t1, t2, h1, h2 ∈ H such that

x+mt1h1 = mt2h2

Corollary 4.21 If a right ternary hemimodule M is irreducible then it is semi-

irreducible and MHH = M .

Lemma 4.22 If M is an (semi) irreducible representation hemimodule of H and

N ̸= 0 is an H-subhemimodule of M , then N is (semi) irreducible and representa-

tions of H with regard to endomorphism hemirings E(M) and E(N) are isomor-

phic.

Lemma 4.23 Let A be an ideal of a ternary hemiring H .

1. If M is (semi) irreducible representation hemimodule of H then either MAA =

{0} or M is (semi) irreducible representation hemimodule of A.

2. If M is an irreducible representation hemimodule of A then there exists an

irreducible representation hemimodule M ′ of H such that ϕ(A) ∼= ϕ′(A) via

correspondence ϕ(a) ↔ ϕ′(a) with ϕ : A → E(M), ϕ′ : H → E(M ′) and

a ∈ A.

Theorem 4.24 J ′(H) is strongly closed ideal of a ternary hemiring H .

Theorem 4.25 For an ideal A of a ternary hemiring H, J ′(A) = A ∩ J ′(H).

Corollary 4.26 J ′(J ′(H)) = J ′(H)

Corollary 4.27 If J ′(H) is a Jacobson radical of a ternary semiring (hemiring with

identity) then HaH ⊆ J ′ implies a ∈ J ′.

Lemma 4.28 An irreducible representation H-ternary hemimodule M is faithful

H/A hemimodule where A = AnnH(M).
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Lemma 4.29 [Theorem, 3.15, [2]] A strongly closed ideal A of a ternary hemiring

H is primitive if and only if A = AnnH(M).

Lemma 4.30 J ′(H) =
∩
i∈△

Ai where A′
is are strongly closed primitive ideals of a

ternary hemiring H .

5 A unique equivalence relation yielding generalisa-

tion of both r.q.r. and r.s.r. properties

An equivalence relation a1ρa2 on a ternary hemiring H is denoted by ρ(a1, a2).

Definition 5.1 A pair of elements (a, b) is united with respect to ρ(a1, a2) if and

only if for all t ∈ H , there exist b1, b2 ∈ H such that

a+ b1 + a1tb1 + a2tb2 = b+ b2 + a1tb2 + a2tb1 . . . (1)

holds.

We consider the following special cases:

Case 1: If we choose pair (a, b) as (a1, a2), then (1) becomes

a1 + b1 + a1tb1 + a2tb2 = a2 + b2 + a1tb2 + a2tb1 . . . (2)

This defines right semi-regular right ideal.

We redefine right semi-regular right ideal as follows

Definition 5.2 A right ideal A is right semi-regular if and only if a pair a1, a2 ∈ A

is united with respect to ρ(a1, a2).

Case 2: Similarly choosing pair (a1, 0) in place of (a1, a2) in equation (2), we get

a1 + b1 + a1tb1 = b2 + a1tb2 . . . (3)

This rephrases definition of right semi-regular element.

Definition 5.3 An element a1 is right semi-regular if pair (a1, 0) is united with

respect to ρ(a1, 0).
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Case 3: The definition 2.6 of right quasi regularity can be redefined as follows.

Definition 5.4 The pair (a1, 0) is united with respect to ρ(a1, 0) if there exists a pair

(b1, 0) such that

a1 + b1 + a1tb1 = 0 . . . (4)

for all t ∈ H . The equation (4) states that a1 is right quasi regular and b1 is right

quasi inverse of a1.

Lemma 5.5 Let E = E(M) be the set of all endomorphisms of an irreducible

representation ternary H-hemimodule M . Then

1. If ρ(h1, h2) ∈ E,then for any a1, a2 in H , (a1+h1ta1+h2ta2)ρ(h1, h2)(a2+

h1ta2 + h2ta1) holds for all t ∈ H .

2. If h1, h2 are united with respect to ρ(h1, h2) then ρ(h1, h2) = ρ1, a maximal

element of E.

Remark 5.6 a1ρ(a1, a2)a2 does not hold is denoted by a1ρ(a1, a2)a2

Lemma 5.7 If a1ρ(a1, a2)a2, then there exists an irreducible representation ternary

H-hemimodule M such that at least one of a1, a2 does not belong to AnnH(M).

Theorem 5.8 Jacobson radical J ′(H) of a ternary hemiring H is semi-regular

namely it is right semi-regular and left semi-regular.

Corollary 5.9 J ′(H) ⊆ J(H)

Theorem 5.10 Jacobson radical J ′(H) of a ternary hemiring H is the largest right

semi-regular ideal (hence right quasi regular ideal) of H .

Corollary 5.11 J(H) ⊆ J ′(H)

Theorem 5.12 J(H) = J ′(H)

6 Examples

Example 6.1 Let H = Z−
0 − {−1} with usual addition and ternary multiplication

be a ternary hemiring. Then M = 2Z−
0 is ternary H-hemimodule.
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Example 6.2 Let H = Z−
0 be a ternary hemiring under usual addition and ternary

multiplication. M = M2(Z
−
0 ), set of all 2×2 matrices over Z−

0 and N = M2(2Z
−
0 ).

Then N is a H-subhemimodule of M . M is also representation hemimodule.

Example 6.3 Let H = Z−
0 − {−1} , M = 2Z−

0 . Let E(M) be the set of endomor-

phisms hr defined as hr : M → M given by x → xhh with x ∈ M, h ∈ H . Then

homomorphism

ϕ : H → E(M) defined by h → hr is a representation of H . Clearly E(M) is

commutative if H is commutative.

Example 6.4 Let H = {0,−1} we define binary addition and ternary multiplica-

tion on H as follows

0 + 0 = 0, 0 + (−1) = (−1) + 0 = −1, (−1) + (−1) = −1

0(−1)(−1) = (−1)0(−1) = (−1)(−1)0 = 0, (−1)(−1)(−1) = −1.

Clearly, Z(H) = H and J(H) = H .

Example 6.5 Let H = Z−
0 (set of non-positive integers) be a ternary hemiring un-

der binary addition and ternary multiplication.

Let M = 2Z−
0 and N = 6Z−

0 , Clearly x ≡s y(N) and N̂ = N

Example 6.6 Let H = {0,−a,−b,−c}. We define binary addition and ternary

multiplication by the following composition table.

+ 0 −a −b −c

0 0 −a −b −c

−a −a −a −b −c

−b −b −b −b −b

−c −c −c −b −c

∗ 0 −a −b −c

0 0 0 0 0

−a 0 0 a 0

−b 0 a b c

−c 0 0 c c

. 0 −a −b −c

0 0 0 0 0

a 0 0 −a 0

b 0 −a −b −c

c 0 0 −c −c
Note that ∗ is binary and . is ternary multiplication.
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Clearly H is a ternary hemiring

Z(H) = H and Z(H) ⊆ J(H) and hence J(H) = H
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Abstract

We write fλ for the space of generalized almost convergence defined by

de la Vallée Poussin mean. In this paper, we characterize the matrix classes

(c(p), fλ) and (ℓ(p), fλ).

1 Definitions and Notations

Let p = (pk) be a sequence of strictly positive numbers with supk pk < ∞. The

following sequence spaces have been introduced and studied by various authors
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(See Maddox [9], [10], [13]).

c0(p) = {x : |xk|pk → 0} (1.1)

c(p) = {x : |xk − l|pk → 0} for some l ∈ C (1.2)

ℓ∞(p) = {x : sup
k

|xk|pk < ∞} (1.3)

ℓ(p) = {x :
∑
k

|xk|pk < ∞} (1.4)

If H = supk pk and M = max(1, H), the space ℓ(p) is linear metric space

paranormed by g(x) = (
∑

k |xk|pk)1/M , and w(p) is a linear metric space with metric

function:

h(x) = sup
r

{
2−r

∑
r

|xk|pk
}1/M

(1.5)

where
∑

r is the sum over 2r ≤ k ≤ 2r+1, and it has been proved that w(p) is

complete (see Lascarides and Maddox [6]). If pk = p ∀k, we have c0(p) = c0,

c(p) = c, ℓ∞(p) = ℓ∞ and ℓ(p) = ℓp.

2 Introduction

The notion of almost convergence is a generalization of (C, 1)− summability

(see [4]) and it is observed that every almost convergent sequence is also (C, 1)−
summable but converse is not true, (see Connor [2]).

In the same manner, we generalize the concept of (V, λ)−summabilit to al-

most λ−convergence. We also define almost λ−conservative, almost λ−regular

and almost λ−coercive matrices in this chapter, analogous to the notion of almost

conservative, almost regular, and almost coercive matrices due to King [5], Eizen

and Laush [3].

Let λ = (λn) be a nondecreasing sequence of positive numbers tending to ∞,

such that λn+1 ≤ λn + 1 and λ1 = 1.
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Write

tni(x) =
1

λn

∑
k∈In

xk+i (2.1)

where In = [n− λn + 1, n].

We define the following

Definition 1. A bounded sequence x = (xk) of complex numbers is said to be

almost λ−convergent to a number l (see Leindler [1]) if and only if

lim
n→∞

tni(x) = l, (2.2)

uniformly in i; and write l = fλ − limx.

We denote by fλ the space of almost λ−convergent sequences. If i = 0, the

expression in (2.2) reduces to the well known de la Vallée Poussin mean, or (V, λ)-

mean, of the sequence (xk) generated by the sequence (λn) (see Leindler [7]).

If λn = n or (n + 1), the space fλ reduces to the space ĉ of almost all con-

vergent sequences (see Lorentz [8]), and if i = 0 and λn = n or (n + 1), almost

λ−convergence is reduced to (C, 1)−summability.

In this paper, we characterize the matrices of the classes (c(p), fλ), (ℓ∞(p), fλ)

and (ℓ(p), fλ) which generalizes the matrix classes obtained by Nanda ([11], [12]).

3 Main Results

Theorem 1. Let p ∈ ℓ∞. Then A ∈ (c(p), fλ) if and only if

(i) there exists some integer B > 1 such that, for each i,

ci = supn

∑
k |t(i, k, n)|B−1/pk | < ∞,

(ii) a(k) ∈ fλ for each k;

and

(iii) a ∈ fλ.
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In this case the fλ-limit of Ax is (lim x) [u−
∑

k uk] +
∑

k ukxk for x ∈ c(p).

Proof. Let A ∈ (c(p), fλ). Since ek, e ∈ c(p), necessity of (ii) and (iii) is obvious.

It is easy to see that (c(p), fλ) ⊂ (c0(p), fλ). Therefore, for necessity of (i) we

observe that A ∈ (c0(p), fλ) whenever A ∈ (c(p), fλ).

It is obvious that, for each i (fn,i)n is a sequence of continuous functionals in i.

Then, by the uniform boundedness principle, there exists a sphere S[θ, δ] ⊂ c0(p)

with 0 < δ < 1, θ = (0, 0, 0, . . . , 0, . . . ) and a constant K such that

fn,i(x) ≤ K,

for each n, i and for every x ∈ S[θ, δ]. For every integer r > 0, we define a

sequence (x(r)) of elements of c0(p) as follows:

xr
k =

δM/pksgn(t(i, k, n)), 0 ≤ k ≤ r;

0, r < k;
then xr ∈ S[θ, δ], for every r and

∑
k

|t(i, k, n)|B−1/pk ≤ K,

for every n and i, where B = δ−M . Therefore, ci < ∞.

Conversely, suppose that conditions (i), (ii) and (iii) are satisfied and x ∈ c(p).

Then, there exists l, such that

|xk − l|pk → 0.

It is easy to check that (uk) ∈ c0(p). Given ε > 0, there exists k0, such that

|xk − l|pk/M ≤ ε

B(2ci + 1)
< 1,
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for each k > k0. Therefore, we have

B1/pk |xk − l| < BM/pk |xk − l|

<

(
ε

2ci + 1

)M/pk

<
ε

2ci + 1
,

for each k > k0, where M = max(1, suppk
). By (i) and (ii) we have∑

k

|t(i, k, n)− uk|B−1/pk < 2ci.

Whence

|
∑
k

(t(i, k, n)− uk)(xk − l)| ≤
∑
k≤k0

|(t(i, k, n)− uk)(xk − l)|+ ε,

and

lim
n

∑
k≤k0

|(t(i, k, n)− uk)(xk − l)| = 0,

uniformly in i. Therefore,

lim
n

∑
k

t(i, k, n)xk = lu+
∑
k

uk(xk − l),

uniformly in i. This completes the proof.

Theorem 2. (a). Let 1 < pk < ∞, for every k. Then A ∈ (ℓ(p), fλ) if and only if

(i) there exists an integer B > 1 such that for every i,

sup
n

∑
k

|t(i, k, n)|qkB−qk < ∞, (p−k 1 + q−k 1 = 1);

(ii) a(k) ∈ fλ, for every k.
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In this case the fλ − lim Ax is
∑

k ukxk, for every x ∈ ℓ(p).

(b). Let 0 < pk < 1 for every k. Then A ∈ (ℓ(p), fλ)) if and only if

(i) supn,k |t(i, k, n)|pk < ∞, for every i,

and

(ii) a(k) ∈ fλ, for evry k.

Proof. Part (a) Suppose that A ∈ (ℓ(p), fλ). Necessity of (ii) is obvious, since

ek ∈ ℓ(p). Since fn,i(x) exists for each n, i and x ∈ ℓ(p), therefore (fn,i(x))n is a

sequence of continuous real functionals on ℓ(p) and further on ℓ(p)

sup
n

|fn,i(x)| < ∞,

for every i.

Now, condition (i) follows by arguing with uniform boundedness principle.

Conversely, suppose that the condition (i) and (ii) are satisfied and x ∈ ℓ(p).

Now, we have, for every r ≥ 1,
r∑

k=1

|(i, k, n)|qkB−qk | ≤ sup
n

∑
k

|t(i, k, n)|qkB−qk ;

and therefore ∑
k

|uk|qkB−qk = lim
r

lim
n

r∑
k=1

|T (I,K, n)|qkB−qk

≤ sup
n

∑
k

|t(i, k, n)|qkB−qk

< ∞

Thus the series
∑

k t(i, k, n)xk and
∑

k ukxk converge for each n, i and x ∈ ℓ(p).

For a given ε > 0 and x ∈ ℓ(p), choose k0, such that,(
∞∑

k=k0+1

|xk|pk
)1/H

< ε, (3.1)
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where H = sup pk. Since (ii) holds, therefore there exists n0 such that for every

n > n0, ∣∣∣∣∣
k0∑
k=1

(t(i, k, n)− uk)

∣∣∣∣∣ < ε.

By equation (3.1) it follows that∣∣∣∣∣
∞∑

k=k0+1

(t(i, k, n)− uk)

∣∣∣∣∣
is very small. Therefore

lim
n

∑
k

t(i, k, n)xk =
∑
k

ukxk,

uniformly in i, and hence the proof is complete.

Part (b) The case 0 < pk < 1 as similar proof as in part (a). Hence theorem is

completely proved.
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