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A STUDY OF BLOOD FLOW UNDER POST . STENOTIC DILATATION
THROUGH MULTIPLE STENOSES AHIERIES

Satendra Siugh Yadav* and Krishna Kumar*,

*Department of Mathematics, Narai, college, shikohabacl (U.p.), India
Email: ssyadavncs@gmail.com, kkyadavncs@grnail.com

(Receiued Febrru,ary 23, 9010)

Abstract. This paper deals with the blood flow through rnultiple stenosed and post - dilated.
arteries. Blood has been considered a non-Newtonian fluid obeying Herschel-Bulkley equation. A
fonnula for flow resistance ) is derived. The variations in resistance to flow with yield stress (ro),
viscosity (p), flt"(Q) has been explained graphically. If the value of yield stress increases then
the value of resistauce to flow decreased and go close to unity. There is no significant variatiol
in ) with viscosity. If the ralue of flux (Q) increased then the value of resistance to flow (,1) atso
increased.

L. fntroduction

Many investigators have beeu trying to analyze the various aspects of bloocl flow, owilg to fact thatit is turning into the root cause of various cardiovascular diseases happening due to chaotic blood
flow aud deformability of the vascular wall. The arterial lumen develops abnormal growtSs at varioqs
Iocations in cardiovascular system, such as arteriosclerosis or stenosis, which is tle ,rost commo.ly
observed cliseases' The cholesterol deposits on the arterial wall in the form ofbeacls and proliferation of
connective tissues form plaques, which develop inward and restrict the normal blood flow. Shukla et al.
[8] studied some arterial disease like-stenosis and observed the efiects of stenosis o' Non Newtonian flow
ofthe blood in an artery. It has beeu shown that the resistance to flow ancl the wall shear increase with
the size of the stenosis but these increases are comparatively small due to non-Newtonian behaviour
of the blood indicating the usefulness of its rheological character in the functioning of the diseased
arterial circulation. Chaturani and Sarny [2] studied the effects of the no1-Newtonian nature of bloocl
on the flow with a possible plug core formation near the axis, through an artery with mild stenosis
and on wall shear stress ort arterial wall. Aug and Mazumdar [1] suggested theoretical prediction
of reduction in flow is less invasive and less expensive than direct measurement of blood velocities.
Piuco[rb et al. [7] proposed a fully-developed ol]e cliureusional cassou flow tlrrough a single vessel of
varyiDg radius as a model of low Reynolds number blood flow in small stenosecl coronary arteries.
Tang et al. [9] introduced a non-liuear three-dimensional thick-wall model with fluid-wall interactions
to simulate blood flow in carotid arteries with stenosis ancl to quantify physiological conclitions uncler
which wall compression or evell collapse nray occur. In the on going paper we have given a formula
for calculating resistance to flow of blood under post - stenotic dilatatiou tlrrough ,orttiplu stelosed
arteries. AIso the influence of fluid behaviour index n, shear-dependent viscosity K and yield stress have
beeu investigated. Chakravarty et al. [3] and Yakhot et al. [10] studiecl that an artery moclellert by a
smooth curve ofthe sarne severity overestimated the pressure drop, wall shear stress and the separation
Reynolds number compared to an artery modelled by an irregular curve. Moore et al. [a] developed
a ruatheuratical ruodel of the body's cerebral autoregulation mechanism and numerous co*rputational
fluid dynarnics sirnulations performed to model the hemodynamics in resporme to changes in afferelt
blood pressue. The siurulation of coupling a commercial computational fluid dynarnics 1CfOl package

flow,yieldstress,viscosity,flux,Herschel-Bulkleyequation.
AMS Subject Classification :76A05, Z62Z05, TZC3S.



2 Srtendra Singh yadav and Krishna Kumar

based ou finite volume method with user define code for solving the structural domain, and exploiting
the parallel performance of the whole numerical set up was carriecl out by Nobili et al. [6]. Mustafi
and Amin [5] considered a non-Newtonian model of blood flow through rnultiple stenoses urith ir.egular
surfaces' They assumed the flow to be unsteady, Iaminar, two dimensional and axisymmetric.

2. Formulation of the problem

Let us consider an axially syrnmetric and fully cleveloped flow of bloocl, obeying the corutitutive equa-
tion given by Herschel-Bulkley model, through an artery containing urultiple ablormal segments.

The constitutive equations for Herschel- Bulkley fluicl are:

t:t?):#:|b-,,1 for r )To

for T lTo
(1)

Stenosis

RoRJI
r a--4=;.dzrJz-*

ffi
Fig. 1 Geometry of the Artery According to the problem

where r{ and n are parameters which represents non-Newtonian effects B is the shear rate, u is
the axial velocity, r is the shear stress, ro is the yielcl stress and the pl is the viscosity ofthe fluid. The
relations correspond to the vanishiug of the velocity gradient in regions in which the shear stress r is
less than the yield stress zo implies a plug flow wherlver r I 7o. Where the shear rates in the fluid
are very high, r ) ro, then power law behavior is indicated. The boundary coud.itions are

u:0 at r: R

z is finite at r' : 0

The geometry of the stenosis is given by

! 6' 2r ' 1,.-
ao:1-fr{'+cosf(z -"r-i)} foro; ( zlgt

(2)

- 1 Otherwise

where dt is the maximuur height of the ith abnormal segment projects in to lumen and is negative foraueurysrus and positive for stenoses; -R is the radius ofartery in tle abnorural region; .86 the corutant



A study of blood, ff,out under post - stenotic dilatation through multiple stenoses arteries. J

radius of the nomlal artery; /; is the length of the itft abnornal segmentl o; is the distance fron the
origirr to the start of tbe ith abuormal segment and is given by

i

"n:D,@i + r) - lr (g)
j:r

/i, is the distance front the origin to the encl of the i'h abnormal segment alcl clefiled by

i

lo:\(d4 + t) (4)
J:L

where dr is the distance separatiug the start of the i'fr abnormal segrnent from the eld of the (i - l)rh
or from the start of the segment if i:1 (Fig. 1).

The volurnetric flow rate Q is defined as

O_on.t"f ^

T lr'f(r)dr
where r" is the wall shear stress, which can be expressed as

'.: -*# (6)

3. Mathematical Solution

Substituting the value of f(r) from equation (1) into equation (5) and integrating, we obtain

a : m(,-*)".' l,*#rfir+ 
'Thr__rqrl 

s)

Using equation (6) and the conditior, ''L << 1, we obtain

_y : (2"eK(n+s)\* r, 2(n*J)rs
d,z \ ,r.-) ffi+CTTE

Integrating equation (8) aud ,sing conditiou p: ps at z:0 a'd p: pi at z: L

pi-po:-(2"aK9,!q\*' 
L

\ ;4+" ) !w*nd'-##k{do" (e)

Flow resistance ,\ is defined as

Using equations (9) and (10), we have

L^-- )-fe*=d"-##hieo- (1r)

Using equation (2), we get froru equation (11)

(5)

(8)

(10)
, Pi-Po

a
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^ 
: - (#+#)r 

l[ 
- .tr,!, ***,, .8"'/ o, . 

!, 
-]

ffi*ll".,r-! *"0'*8"'!,' ". j^*] (12)

Letf : )*,r: ffifr,
rno; . mgi

/, : )- /-l-- dz andtr:\ [ #*7-r! {nladi'*' 3!,
With above notations equation(l2) becorues

\ : -.r lil- . n] -, 
i,E:- 

.']
L l=t

,n+L: -(.f +s) D dt - Uh + srz)
i:l

If there is no abnormal segments

\r{: -U + dL
Hence equation(l3) gives

na+L

' Danr- ^ - Ei ,lh*slz
}l',, L (f+dL

For the sake of corlenience, let us define following variables

o:,- fi,, : *, th :n -T Q -"r-y)
With above assumptions equation(2) becomes

R

Ro:1-B(1-cost/)
tb:2r at z: o; and tb:0 at z: At

Substitute the value of fi from equation(14), we obtain

2r

L: ! [ ----L----o*' 2r { ta* Bcosqy*+r*Y

2n

. l.if Irz:il1@+a"r"E1a't
o

Hence the value of .I is obtained from equation (1g).

(15)

(16)

(13)

(14)

(17)

(1e)

(18)
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4. Result and Discussion

Fig'2 shows the variation in resistance to flow ratio (I) with yield stress (rs). we see that if the value
of yield stress increases then the value of resistance to flow ratios decreased and go close to unity. Fig.B
shows the variation in flow ratio with the viscosity (p). The graphs shows there a,re no significant
variatio^ in .I for F : 6 x 10-3,9.2 x l0-a and 14.4 * r'b:' pr.r. iig.a shows the variation in resistance
to flow ratio ('\) with flux Q. We see that if the value of flux (Q) in"creased theu the value of resistance
to flow ratios (,\) also increased.

5. Conclusion

The development of a stenosis in an artery can obviously generate rnany serious problems and ingeneral, disturb the normal function of the circulatory ,yri.*. Obviously the caiculation of flow
characterstics in a stenosis is complex aud rnany simplifying assumptious are essential to set up atractable utodel' In this study we have considerecl certain-aspects of the fluicl mechanics of flowthrough an axially symrnetric artery having multiple abnormal segments. we have also investigated
the effects of variations in yield stress, viscosity and flux on the rJstance to flow of the blood.

5

4

jz
I

Fig.2. Variation in resistance to flow ratio (1,) with yietd stress (rq).

0.6 -0.6
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Fig.3. Variation in llow ratio with the viscosity (p).

0s ll.6 E

Fig.4. Variation in resistance to flow ratio (1,) with flux e.

I

z

0

0.6 -0.6

6



A stud'y of blood fl,ow under post - stenotic d,i,latati,on through rnultiple stenoses arteries.

References

[1] Ang, K.C. and Mazutndar, J.N.: Mathem,atical modeling of triple arterial stenosis, Aust. phys. Eng.
Sci. Med., Vol. 18, (1995) 89-94.

[2] Chaturani, P. and Ponnalagar Samy, R. : A study of non-Newtonian aspects of blood, fiour through stenosed
arteries antl its application'in arter,i,al diseases, Biorheology, yol. 22, (1995) b21-bg1.

[3] Chakravarty S., Mandal, P.K. and Sarifuddin : Effect of surface irregularities on unsted.y pulsatile flowin a compliant artery, International Journal of Non-Linear Mechanics, Vol. 40, (2005) 126g-12g1.

[4] Moore, S., David T.. C]rase, J.G. and Arnold, Fink, J. : 3D mod,els of blood, fiow in the cerebral uasculature,
Journal of Biomechanis, Vol. 39, No. 8, (2006) l4b4-1461.

[5] Mnstapha, N. aud Arnin, N. : The unsteady power law blood, fiow through a multi-irregular stenosed artery,
Matematika, Yol. 24, No.2 (2008) 187-198.

[6] Nobiti, M., Morbiducci, u., Ponzini, R., Gaudio, C.L., Balducci, A., Grigioni, M., Montevecchi, F.M.
arrd Redaelli, A. : Numerical simulation of the d,ynamics of a bileafiet prosthetic heart aalue using a
fluid-structure i,nteraction approach, Journal of biomechanics, Vol. 41, No.11, (2008) 2b3g-2bb0.

[7] Pincornbe, B., Mazttrndar, J. and Harnilton-Craig, I. : Effects of multiple stenoses and post - ste.notic
dilatati,on on non-Newtonian blood, flow i,n small arteries, Med. Biol. Eng. Comput. Vol. 37, (1ggg)
595-599.

[8] Shukta, J.B., Parihar, R.S. and Rao, B.R.P. : Effect of stenosis on non-Newtonian flow of the btood, in
an artery, Bulletin of Mathematical Biology, yol. 42, (1990) 293_294.

[9] Tang, D., Yang, C', Kobayashi, S. and Ku, D.N. : Steady ff,ow and, wall cornpression in stenotic arteries:
A three-dimensional th'ick-wall moilel fiuid-walt inte.ractions, Journal of Biomechanical Engineering, Vol.
26, No. 9, (2001) 1129-4L.

[10] Yakhot, A., Grinberg, L. and Nikitin,N.: Moilelling rough stenoses by an immerseilbound,ary methoil,
Journal of Biornechanics, Vol. 38, (200b) lllb-11.22.



The Aligarh Bull. of Maths.
Volume 29, No. 1, 2010

ON SOME FORMS OF WEAK CONTINUITY FOR MULTIFUNCTIONS IN
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Abstract. As a generalization of weakly continuous multifunctions in topological spaces, we introduce the

notion of (i, j)-weakly m-continuous multifunctions in bitopological spaces and obtain unified definitions

and characterizations of modifications of weakly continuous multifunctions in bitopological spaces.

1. Introduction

Semi-open sets, preopen sets, α-open sets and β-open sets play an important role in the researching of
generalizations of continuity in topological spaces. By using these sets many authors introduced and studied
various types of modifications of continuity in topological and bitopological spaces. In 1961, Levine [13]
introduced the concept of weakly continuous functions in topological spaces. Since then, many modifications
of weakly continuous functions were introduced and investigated. The purpose of the present paper is to
obtain the unified definition and characterizations of modifications of weakly continuous multifunctions in
bitopological spaces.

In 1982, Bose and Sinha [3] extended the notion of weakly continuous functions to bitopological spaces.
Weak semi-continuity in bitopological spaces are introduced and studied in [11]. Some properties of weak
semi-continuity (or quasi-continuity) in bitopological spaces are studied in [25], [33] and [5]. Quite recently,
the present authors [20] introduced and investigated weakly precontinuous functions in bitopological spaces.
On the other hand, the second author [23] and Smithson [35] independently extended the concept of weak
continuity to the setting of multifunctions in topological spaces. The present authors introduced and studied
the concepts of weak quasi continuity [18], [25], almost weak continuity [19], weak α-continuity [31] and weak
β-continuity [28] for multifunctions in topological spaces. Furthermore, the second author [24] introduced
the notion of upper/lower weakly continuous multifunctions in bitopological spaces.

Recently, the present authors [29], [30] introduced the notions of minimal structures, m-spaces and
m-continuity. In the present paper, by using these concepts we obtain the unified definitions and characteri-
zations of modifications of weakly continuous multifunctions in bitopological spaces. As the consequence, we
obtain the concepts of weak semi-continuity, weak precontinuity, weak α-continuity and weak β-continuity
for multifunctions in bitopological spaces. In the last section, we introduce new modifications of weak con-
tinuity for multifunctions in bitopological spaces.

2. Preliminaries

Throughout the present paper, (X, τ1, τ2) (resp. (X, τ)) denotes a bitopological (resp. topological) space.
Let (X, τ) be a topological space and A be a subset of X. The closure of A and the interior of A in (X, τ)
are denoted by Cl(A) and Int(A), respectively. Let (X, τ1, τ2) be a bitopological space and A be a subset of
X . The closure of A and the interior of A with respect to τi are denoted by iCl(A) and iInt(A), respectively,

Keywords and phrases : mX -open sets, weakly continuous, (i, j)-weakly m-continuous, multifunction, bitopological
spaces.

AMS Subject Classification : 54C08, 54E55, 54C60.
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for i = 1, 2.

Definition 2.1. A subset A of a bitopological space (X, τ1, τ2) is said to be

(1) (i, j)-regular open [1] if A = iInt(jCl(A)) , where i �= j, i, j = 1, 2,

(2) (i, j)-regular closed if A = iCl(jInt(A)), where i �= j, i, j = 1, 2,

(3) (i, j)-semi-open [2] if A ⊂ jCl(iInt(A)), where i �= j, i, j = 1, 2,

(4) (i, j)-preopen [6] if A ⊂ iInt(jCl(A), where i �= j, i, j = 1, 2,

(5) (i, j)-α-open [7], [9] if A ⊂ iInt(jCl(iInt(A))), where i �= j, i, j = 1, 2,

(6) (i, j)-semi-preopen (briefly (i, j)-sp-open) [12] if there exists an (i, j)-preopen set U such that
U ⊂ A ⊂ jCl(U), where i �= j, i, j = 1, 2.

The family of all (i, j)-semi-open (resp. (i, j)-preopen, (i, j)− α-open, (i, j)-sp-open) sets of (X, τ1, τ2)
is denoted by (i, j)SO(X) (resp. (i, j)PO(X), (i, j)α(X), (i, j)SPO(X)).

Definition 2.2. The complement of an (i, j)-semi-open (resp. (i, j)-preopen, (i, j)− α-open, (i, j)-sp-
open set is said to be (i, j)-semi-closed (resp. (i, j)-preclosed, (i, j)− α-closed, (i, j)-sp-closed).

Definition 2.3. The (i, j)-semi-closure [15] (resp. (i, j)-preclosure [12], (i, j)−α-closure [17], (i, j)-sp-
closure [12]) of A is defined by the intersection of (i, j)-semi-closed (resp. (i, j)-preclosed, (i, j)− α-closed,
(i, j)-sp-closed) sets containing A and is denoted by (i, j)-sCl(A) (resp. (i, j)-pCl(A), (i, j)− αCl(A), (i, j)-
spCl(A)).

Definition 2.4. The (i, j)-semi-interior (resp. (i, j)-preinterior, (i, j) − α-interior , (i, j)-sp-interior)
of A is defined by the union of (i, j)-semi-open (resp. (i, j)-preopen, (i, j) − α-open, (i, j)-sp-open) sets
contained in A and is denoted by (i, j)-sInt(A) (resp. (i, j)-pInt(A), (i, j)− αInt(A), (i, j)-spInt(A)).

Definition 2.5. Let (X, τ1, τ2) be a bitopological space and A a subset of X. A point x of X is called
in the (i, j)−θ-closure [9] of A, denoted by (i, j)-Clθ(A), if A∩jCl(U) �= ∅ for every τi-open set U containing
x, where i, j = 1, 2 and i �= j.

A subset A of X is said to be (i, j) − θ-closed if A = (i, j)-Clθ(A). A subset A of X is said to be
(i, j)− θ-open if X −A is (i, j)− θ-closed. The (i, j)− θ-interior of A, denoted by (i, j)-Intθ(A), is defined
as the union of all (i, j) − θ-open sets contained in A. Hence x ∈ (i, j)-Intθ(A) if and only if there exists a
τi-open set U containing x such that x ∈ U ⊂ jCl(U) ⊂ A.

Lemma 2.1 (Noiri and Popa [20]). For a subset A of a bitopological space (X, τ1, τ2), the following properties
hold:

(1) X − (i, j)-Intθ(A) = (i, j)-Clθ(X −A),
(2) X − (i, j)-Clθ(A) = (i, j)-Intθ(X −A).

Lemma 2.2 (Kariofillis [9]). Let (X, τ1, τ2) be a bitopological space. If U is a τj-open set of X, then
(i, j)-Clθ(U) = iCl(U).

In the present paper, F : (X, τ1, τ2) → (Y, σ1, σ2) (resp. f : (X, τ1, τ2) → (Y, σ1, σ2)) is a multivalued
(resp. single valued) function. For a multifunction F : X → Y , by F+(B) and F−(B) we shall denote the
upper and lower inverse of a subset B of Y , respectively, that is

F+(B) = {x ∈ X : F (x) ⊂ B} and F−(B) = {x ∈ X : F (x) ∩B �= ∅}

Definition 2.6. A function f : (X, τ1, τ2) → (Y, σ1, σ2) is said to be (i, j)-weakly continuous [3] (resp.
(i, j)-weakly semi-continuous [11], (i, j)-weakly precontinuous [20]) if for each x ∈ X and each σi-open set V



On Some Forms of Weak Continuity for Multifunctions in Bitopological Spaces 11

of Y containing f(x), there exists a τi-open (resp. (i, j)-semi-open, (i, j)-preopen) set U containing x such
that f (U) ⊂ jCl(V ).

Definition 2.7. A multifunction F : (X, τ1, τ2)→ (Y, σ1, σ2) is said to be

(1) (i, j)-upper weakly continuous [24] if for each x ∈ X and each σi-open set V of Y containing F (x),
there exists an τi-open set U containing x such that F (U) ⊂ jCl(V ),

(2) (i, j)-lower weakly continuous [24] if for each x ∈ X and each σi-open set V of Y meeting F (x), there
exists an τi-open set U containing x such that F (u) ∩ jCl(V ) �= ∅ for each u ∈ U .

3. Minimal structures and weak m-continuity

Definition 3.1. A subfamily mX of the power set P(X) of a nonempty set X is called a minimal structure
(or briefly m-structure) [29], [30] on X if ∅ ∈ mX and X ∈ mX .

By (X,mX), we denote a nonempty set X with a minimal structure mX on X and call it an m-space.
Each member of mX is said to be mX-open and the complement of an mX -open set is said to be mX-closed.

Definition 3.2. Let (X,mX) be an m-space. For a subset A of X, themX -closure of A and the mX-interior
of A are defined in [16] as follows:

(1) mX -Cl(A) = ∩{F : A ⊂ F,X − F ∈ mX},

(2) mX -Int(A) = ∪{U : U ⊂ A,U ∈ mX}.

Remark 3.1. Let (X, τ1, τ2) be a bitopological space and A a subset of X.

(1) The families (i, j)SO(X), (i, j)PO(X), (i, j)α(X) and (i, j)SPO(X) are all m-structures on X,

(2) If mX = (i, j)SO(X) (resp. (i, j)PO(X), (i, j)α(X), (i, j)SPO(X)), then we have

(a) mX -Cl(A) = (i, j)-sCl(A) (resp. (i, j)-pCl(A), (i, j)-αCl(A, (i, j)-spCl(A)),

(b) mX -Int(A) = (i, j)-sInt(A) (resp. (i, j)-pInt(A), (i, j)-αInt(A, (i, j)-spInt(A)).

Lemma 3.1 (Maki et al. [16]). Let (X,mX) be an m-space. For subsets A and B of X, the following
properties hold:

(1) mX -Cl(X −A) = X −mX-Int(A) and mX-Int(X −A) = X −mX-Cl(A),

(2) If (X −A) ∈ mX , then mX-Cl(A) = A and if A ∈ mX , then mX-Int(A) = A,

(3) mX -Cl(∅) = ∅,mX-Cl(X) = X, mX-Int(∅) = ∅ and mX -Int(X) = X,

(4) If A ⊂ B, then mX-Cl(A) ⊂ mX -Cl(B) and mX-Int(A) ⊂ mX-Int(B),

(5) A ⊂ mX-Cl(A) and mX -Int(A) ⊂ A,

(6) mX -Cl(mX -Cl(A)) = mX-Cl(A) and mX -Int(mX -Int(A)) = mX-Int(A).

Lemma 3.2 (Popa and Noiri [29]). Let (X,mX) be an m-space and A a subset of X. Then x ∈ mX-Cl(A)
if and only if U ∩ A �= ∅ for every U ∈ mX containing x.

Remark 3.2. Let (X, τ1, τ2) be a bitopological space.

(1) If mX = (i, j)SO(X), then by Lemma 3.1 we obtain the results established in Theorem 13 of [15] and
Theorem 1.13 of [14].
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(2) If mX = (i, j)SO(X) (resp. (i, j)PO(X), (i, j)α(X), (i, j)SPO(X)), then by Lemma 3.2 we obtain the
results established in Theorem 1.15 of [14] (resp. Theorem 3.5 of [12], Theorem 3.5 of [17], Theorem
3.6 of [12]).

Definition 3.3. A minimal structure mX on a nonempty set X is said to have property B [16] if the union
of any family of subsets belonging to mX belongs to mX .

Lemma 3.3 (Popa and Noiri [32]). Let (X,mX) be an m-space and A a subset of X. Then, the following
properties are equivalent:

(1) mX has property B,

(2) if mX -Int(A) = A, then A ∈ mX ,

(3) if mX -Cl(A) = A, then A is mX-closed.

Remark 3.3. Let (X, τ1, τ2) be a bitopological space.

(1) The families (i, j)SO(X), (i, j)PO(X), (i, j)α(X) and (i, j)SPO(X) are all m-structures on X sat-
isfying property B by Theorem 2 of [15] (resp. Theorem 4.2 of [8] or Theorem 3.2 of [12], Theorem 5 of [17],
Theorem 3.2 of [12]),

(2) If mX = (i, j)SO(X) (resp. (i, j)PO(X), (i, j)α(X), (i, j)SPO(X)), then by Lemma 3.3 we obtain
the results established in Theorem 3.6 of [14] (resp. Theorem 3.5 of [12], Theorem 3.6 of [17], Theorem 3.6
of [12]).

Definition 3.4. A multifunction F : (X,mX)→ (Y, σ1, σ2) is said to be

(1) (i, j)-upper weakly m-continuous if for each x ∈ X and each σi-open set V containing F (x), there
exists U ∈ mX containing x such that F (U) ⊂ jCl(V ),

(2) (i, j)-lower weakly m-continuous if for each x ∈ X and each σi-open set V such that F (x) ∩ V �= ∅,
there exists U ∈ mX containing x such that F (u) ∩ jCl(V ) �= ∅ for each u ∈ U .

Theorem 3.1. For a multifunction F : (X,mX)→ (Y, σ1, σ2), the following properties are equivalent:

(1) F is (i, j)-upper weakly m-continuous;

(2) F+(V ) ⊂ mX -Int(F
+(jCl(V ))) for every σi-open set V of Y ;

(3) mX -Cl(F
−(jInt(K))) ⊂ F−(K) for every σi-closed set K of Y;

(4) mX -Cl(F
−(jInt(iCl(B)))) ⊂ F−(iCl(B)) for every subset B of Y;

(5) F+(iInt(B)) ⊂ mX-Int(F
+(jCl(iInt(B)))) for every subset B of Y;

(6) mX -Cl(F
−(jInt(K))) ⊂ F−(K) for every (i, j)-regular closed set K of Y;

(7) mX -Cl(F
−(V )) ⊂ F−(iCl(V )) for every σj-open set V of Y .

Proof. (1) ⇒ (2): Let V be any σi-open set and x ∈ F
+(V ). Then we have F (x) ⊂ V . Then there exists

U ∈ mX contining x such that F (U) ⊂ jCl(V )). Therefore, we have x ∈ U ⊂ F
+(jCl(V )). Since U ∈ mX ,

we obtain x ∈ mX -Int(F
+(jCl(V ))). Hence F+(V ) ⊂ mX -Int(F

+(jCl(V ))).
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(2) ⇒ (3): Let K be any σi-closed set of Y . Then Y −K is σi-open in Y and by Lemma 3.1 and (2), we
have

X − F−(K) = F+(Y −K) ⊂ mX-Int(F
+(jCl(Y −K)))

= mX -Int(F
+(Y − jInt(K))) = mX-Int(X − F−(jInt(K))) = X −mX-Cl(F

−(jInt(K))).

Therefore, mX-Cl(F
−(jInt(K))) ⊂ F−(K).

(3)⇒ (4): LetB be any subset of Y . Then iCl(B) is σi-closed in Y and by (3) we havemX-Cl(F
−(jInt(iCl(B)))

F−(iCl(B)).

(4) ⇒ (5): Let B be any subset of Y . By (4) and Lemma 3.1, we have

X −mX-Int(F
+(jCl(iInt(B)))) = mX -Cl(X − F+(jCl(iInt(B))))

= mX -Cl(F
−(Y − jCl(iInt(B))) = mX -Cl(F

−(jInt(iCl(Y −B)))
⊂ F−(iCl(Y −B)) = X − F+(iInt(B)).

Therefore, we obtain F+(iInt(B)) ⊂ mX-Int(F
+(jCl(iInt(B)))).

(5) ⇒ (6): Let K be any (i, j)-regular closed set of Y . Then by (5) we have

X − F−(K) = X − F−(iCl(jInt(K))) = F+(Y − iCl(jInt(K))) = F+(iInt(Y − jInt(K)))
⊂ mX -Int(F

+(jCl(iInt(Y − jInt(K)))) = mX-Int(F
+(Y − jInt(iCl(jInt(K)))))

⊂ mX -Int(F
+(Y − jInt(K))) = mX-Int(X − F−(jInt(K))) = X −mX-Cl(F

−(jInt(K)).

Therefore, we obtain mX -Cl(F
−(jInt(K))) ⊂ F−(K).

(6) ⇒ (7): Let V be any σj-open set of Y . Then iCl(V ) is (i, j)-regular closed. By (6), we have mX-
Cl(F−(V )) ⊂ mX-Cl(F

−(jInt(iCl(V )))) ⊂ F−(iCl(V )).

(7)⇒ (1): Let x ∈ X and V be a σi-open set containing F (x). Then Y −jCl(V ) is σj-open in Y and we have
X −mX -Int(F

+(jCl(V ))) = mX-Cl(F
−(Y − jCl(V ))) ⊂ F−(iCl(Y − jCl(V ))) = F−(Y − iInt(jCl(V ))) =

X−F+(iInt(j(Cl(V ))) ⊂ X−F+(V ). Therefore, x ∈ F+(V ) ⊂ mX -Int(F
+jCl(V ))). There exists U ∈ mX

such that x ∈ U ⊂ F+(jCl(V )); hence F (U) ⊂ jCl(V ). This shows that F is (i, j)-upper weakly m-
continuous.

Theorem 3.2. For a multifunction F : (X,mX)→ (Y, σ1, σ2), the following properties are equivalent:
(1) F is (i, j)-lower weakly m-continuous;

(2) F−(V ) ⊂ mX-Int(F
−(jCl(V ))) for every σi-open set V of Y ;

(3) mX-Cl(F
+(jInt(K))) ⊂ F+(K) for every σi-closed set K of Y;

(4) mX-Cl(F
+(jInt(iCl(B)))) ⊂ F+(iCl(B)) for every subset B of Y;

(5) F−(iInt(B)) ⊂ mX -Int(F
−(jCl(iInt(B)))) for every subset B of Y;

(6) mX-Cl(F
+(jInt(K))) ⊂ F+(K) for every (i, j)-regular closed set K of Y;

(7) mX-Cl(F
+(V )) ⊂ F+(iCl(V )) for every σj-open set V of Y .

Proof. The proof is similar to that of Theorem 3.1.

Definition 3.5. Let (X, τ1, τ2) be a bitopological space and mij = m(τi, τj) an m-structure on X
determined by τ1 and τ2. A multifunction F : (X, τ1, τ2) → (Y, σ1, σ2) is said to be (i, j)-upper/lower
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weakly m-continuous if a multifunction F : (X,mij)→ (Y, σ1, σ2) is (i, j)-upper/lower weakly m-continuous.

Definition 3.6. A multifunction F : (X, τ1, τ2) → (Y, σ1, σ2) is said to be (i, j)-upper/lower weakly semi-
continuous (resp. (i, j)-upper/lower weakly precontinuous, (i, j)-upper/lower weakly α-continuous, (i, j)-
upper/lower weakly sp-continuous if F : (X,mij) → (Y, σ1, σ2) is (i, j)-upper/lower weakly m-continuous
and mij = (i, j)SO(X) (resp. (i, j)PO(X), (i, j)α(X), (i, j)SPO(X)).

For example, in case mij = (i, j)SO(X) a multifunction F : (X, τ1, τ2)→ (Y, σ1, σ2) is said to be

(1) (i, j)-upper weakly semi-continuous if for each x ∈ X and each σi-open set V containing F (x), there
exists U ∈ (i, j)SO(X) containing x such that F (U) ⊂ jCl(V ),

(2) (i, j)-lower weakly semi-continuous if for each x ∈ X and each σi-open set V such that F (x) ∩ V �= ∅,
there exists U ∈ (i, j)SO(X) containing x such that F (u) ∩ jCl(V ) �= ∅ for each u ∈ U .

The following two theorems are immediate consequences of Theorems 3.1 and 3.2.

Theorem 3.3. For a multifunction F : (X, τ1, τ2)→ (Y, σ1, σ2), the following properties are equivalent:
(1) F is (i, j)-upper weakly m-continuous;

(2) F+(V ) ⊂ mij-Int(F
+(jCl(V ))) for every σi-open set V of Y ;

(3) mij-Cl(F
−(jInt(K))) ⊂ F−(K) for every σi-closed set K of Y;

(4) mij-Cl(F
−(jInt(iCl(B)))) ⊂ F−(iCl(B)) for every subset B of Y;

(5) F+(iInt(B)) ⊂ mij-Int(F
+(jCl(iInt(B)))) for every subset B of Y;

(6) mij-Cl(F
−(jInt(K))) ⊂ F−(K) for every (i, j)-regular closed set K of Y;

(7) mij-Cl(F
−(V )) ⊂ F−(iCl(V )) for every σj-open set V of Y .

Theorem 3.4. For a multifunction F : (X, τ1, τ2)→ (Y, σ1, σ2), the following properties are equivalent:
(1) F is (i, j)-lower weakly m-continuous;

(2) F−(V ) ⊂ mij-Int(F
−(jCl(V ))) for every σi-open set V of Y ;

(3) mij-Cl(F
+(jInt(K))) ⊂ F+(K) for every σi-closed set K of Y;

(4) mij-Cl(F
+(jInt(iCl(B)))) ⊂ F+(iCl(B)) for every subset B of Y;

(5) F−(iInt(B)) ⊂ mij-Int(F
−(jCl(iInt(B)))) for every subset B of Y;

(6) mij-Cl(F
+(jInt(K))) ⊂ F+(K) for every (i, j)-regular closed set K of Y;

(7) mij-Cl(F
+(V )) ⊂ F+(iCl(V )) for every σj-open set V of Y .

Remark 3.4. (1) If τ1 = τ2 = τ , σ1 = σ2 = σ and F : (X, τ)→ (Y, σ) is a multifunction, then by Theorems
3.3 and 3.4 we obtain characterizations of weak quasi continuity [18], [26], weak precontinuity [19], [27],
weak α-continuity [4], [31] and weak β-continuity [28] for multifunctions in topological spaces.

(2) If f : (X, τ1, τ2)→ (Y, σ1, σ2) is a function, then by Theorems 3.3 and 3.4 we obtain characterizations
of weak semi-continuity [11], weak quasi-continuity [18], [25] and weak continuity [34] for functions in
bitopological spaces,
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(3) If F : (X, τ1, τ2)→ (Y, σ1, σ2) is a multifunction, then by Theorems 3.3 and 3.4 we obtain the charac-
terizations of weak semi-continuity, weak precontinuity, weak α-continuity and weak sp-continuity for
multifunctions in bitopological spaces.

4. Weak m-continuity and preopen sets

Theorem 4.1. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2), where mij = m(τ1, τ2) is an m-structure
on X determined by τ1 and τ2, the following properties are equivalent:

(1) F is (i, j)-upper weakly m-continuous;

(2) mij-Cl(F
−(jInt(iCl(V )))) ⊂ F−(iCl(V )) for every (j, i)-preopen set V of Y;

(3) mij-Cl(F
−(V )) ⊂ F−(iCl(V )) for every (j, i)-preopen set V of Y;

(4) F+(V ) ⊂ mij-Int(F
+(jCl(V ))) for every (i, j)-preopen set V of Y.

Proof. (1) ⇒ (2): Let V be any (j, i)-preopen set of Y . Since jInt(iCl(V )) is σj-open, by Theorem 3.3 we
obtain mij-Cl(F

−(jInt(iCl(V )))) ⊂ F−(iCl(jInt(iCl(V )))) ⊂ F−(iCl(V )).

(2)⇒ (3): Let V be any (j, i)-preopen set of Y . Then we havemij-Cl(F
−(V )) ⊂ mij-Cl(F

−(jInt(iCl(V ))))
F−(iCl(V )).

(3) ⇒ (4): Let V be any (i, j)-preopen set of Y . By (3) and Lemma 3.1, we have

X −mij-Int(F+(jCl(V ))) = mij-Cl(X − F+(jCl(V ))) = mij-Cl(F
−(Y − jCl(V )))

⊂ F−(iCl(Y − jCl(V ))) = X − F+(iInt(jCl(V ))) ⊂ X − F+(V ).

Therefore, we obtain F+(V ) ⊂ mij-Int(F
+(jCl(V ))).

(4) ⇒ (1): Let V be any σi-open set of Y . Then V is (i, j)-preopen in Y and F+(V ) ⊂ mij-
Int(F+(jCl(V ))). By Theorem 3.3, F is (i, j)-upper weakly m-continuous.

Theorem 4.2. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2), where mij = m(τ1, τ2) is an m-structure
on X determined by τ1 and τ2, the following properties are equivalent:

(1) F is (i, j)-lower weakly m-continuous;

(2) mij-Cl(F
+(jInt(iCl(V )))) ⊂ F+(iCl(V )) for every (j, i)-preopen set V of Y;

(3) mij-Cl(F
+(V )) ⊂ F+(iCl(V )) for every (j, i)-preopen set V of Y;

(4) F−(V ) ⊂ mij-Int(F
−(jCl(V ))) for every (i, j)-preopen set V of Y.

Remark 4.1. (1) If τ1 = τ2 = τ , σ1 = σ2 = σ and F : (X, τ) → (Y, σ) is a multifunction, then by
Theorems 4.1 and 4.2 we obtain characterizations of weak quasi continuity [26], weak precontinuity [27],
weak α-continuity [31] and weak β-continuity [28] for multifunctions in topological spaces.

(2) If f : (X, τ1, τ2) → (Y, σ1, σ2) is a function, then by Theorems 4.1 and 4.2 we obtain characteriza-
tions of weak quasi-continuity [18], [33] and weak precontinuity [20] for functions in bitopological spaces,

(3) If F : (X, τ1, τ2) → (Y, σ1, σ2) is a multifunction, then by Theorems 4.1 and 4.2 we obtain the
characterizations of weak semi-continuity, weak precontinuity, weak α-continuity and weak sp-continuity for
multifunctions in bitopological spaces.
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5. Weak continuity and θ-closed sets

Lemma 5.1. If F : (X,mX) → (Y, σ1, σ2) is (i, j)-lower weakly m-continuous, then for each x ∈ X and
each subset B of Y with F (x) ∩ (i, j)Intθ(B) �= ∅, there exists U ∈ mX containing x such that U ⊂ F

−(B).

Proof. Since F (x) ∩ (i, j)Intθ(B) �= ∅, there exists an σi-open set V of Y such that V ⊂ jCl(V ) ⊂ B and
F (x) ∩ V �= ∅. Since F is (i, j)-lower weakly m-continuous, there exists U ∈ mX containing x such that
F (u) ∩ jCl(V ) �= ∅ for every u ∈ U and hence, U ⊂ F−(B).

Theorem 5.1. For a multifunction F : (X,mX)→ (Y, σ1, σ2), the following properties are equivalent:

(1) F is (i, j)-lower weakly m-continuous;

(2) mX -Cl(F
+(B)) ⊂ F+((i, j)-Clθ(B)) for every subset B of Y;

(3) F (mX-Cl(A)) ⊂ (i, j)-Clθ(F (A)) for every subset A of X.

Proof. (1) ⇒ (2): Let B be any subset of Y . Suppose that x /∈ F+((i, j)-Clθ(B)). Then x ∈ F
−(Y − (i, j)-

Clθ(B)) = F−((i, j)Intθ(Y − B)). By Lemma 5.1, there exists U ∈ mX containing x such that U ⊂
F−(Y − B) = X − F+(B). Thus we have U ∩ F+(B) = ∅. By Lemma 3.2, x ∈ X −mX-Cl(F

+(B)) and
hence, mX -Cl(F

+(B)) ⊂ F+((i, j)Clθ(B)).

(2)⇒ (3): Let A be a subset of X . By (2) and Lemma 3.1, we have mX -Cl(A) ⊂ mX-Cl(F
+(F (A))) ⊂

F+((i, j)Clθ(F (A))). Hence F (mX-Cl(A)) ⊂ (i, j)-Clθ(F (A)).

(3) ⇒ (1): Let V be any σj-open set of Y . Then by Lemma 2.2, (i, j)Clθ(V ) = iCl(V ) and by (3)
we have F (mX-Cl(F

+(V ))) ⊂ (i, j)Clθ(F (F
+(V ))) ⊂ (i, j)Clθ(V ) = iCl(V ). Therefore, we obtain mX -

Cl(F+(V )) ⊂ F+(iCl(V )). By Theorem 3.2, F is (i, j)-lower weakly m-continuous.
The following theorem is an immediate consequence of Theorem 5.1.

Theorem 5.2. For a multifunction F : (X, τ1, τ2)→ (Y, σ1, σ2), where mij = m(τi, τj) is an m-structure on
X determined by τ1 and τ2, the following properties are equivalent:

(1) F is (i, j)-lower weakly m-continuous;

(2) mij-Cl(F
+(B)) ⊂ F+((i, j)-Clθ(B)) for every subset B of Y;

(3) F (mij-Cl(A)) ⊂ (i, j)-Clθ(F (A)) for every subset A of X.

Remark 5.1. (1) If τ1 = τ2 = τ , σ1 = σ2 = σ and F : (X, τ) → (Y, σ), then by Theorem 5.2 we obtain
characterizations of weak α-continuity [31].

(2) If f : (X, τ1, τ2) → (Y, σ1, σ2) is a function, then by Theorem 5.2 we obtain characterizations of
weak quasi-continuity [25] and weak precontinuity [20] for functions in bitopological spaces,

(3) If F : (X, τ1, τ2)→ (Y, σ1, σ2) is a multifunction, then by Theorem 5.2 we obtain the characteriza-
tions of weak semi-continuity, weak precontinuity, weak α-continuity and weak sp-continuity for multifunc-
tions in bitopological spaces.

Theorem 5.3. For a multifunction F : (X,mX)→ (Y, σ1, σ2), the following properties are equivalent:

(1) F is (i, j)-upper weakly m-continuous;

(2) mX -Cl(F
−(jInt((i, j)Clθ(B)))) ⊂ F

−((i, j)Clθ(B)) for every subset B of Y;
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(3) mX-Cl(F
−(jInt(iCl(B)))) ⊂ F−((i, j)Clθ(B)) for every subset B of Y.

Proof. (1) ⇒ (2): Let B be any subset of Y . Then (i, j)Clθ(B) is σi-closed in Y . Therefore, by Theorem
3.1 mX-Cl(F

−(jInt((i, j)Clθ(B)))) ⊂ F
−((i, j)Clθ(B)).

(2) ⇒ (3): This is obvious since iClB) ⊂ (i, j)Clθ(B).

(3)⇒ (1): Let K be any (i, j)-regular closed set of Y . By Lemma 2.2 (i, j)Clθ(jInt(K)) = iCl(jInt(K))
and we have mX -Cl(F

−(jInt(K))) = mX -Cl(F
−(jInt(iCl(jInt(K)))) ⊂ F−((i, j)Clθ(jInt(K))) = F−(K).

Therefore, mX-Cl(F
−(jInt(K))) ⊂ F−(K) and by Theorem 3.1 F is (i, j)-upper weakly m-continuous.

Theorem 5.4. For a multifunction F : (X,mX)→ (Y, σ1, σ2), the following properties are equivalent:

(1) F is (i, j)-lower weakly m-continuous;

(2) mX-Cl(F
+(jInt((i, j)Clθ(B)))) ⊂ F

+((i, j)Clθ(B)) for every subset B of Y;

(3) mX-Cl(F
+(jInt(iCl(B)))) ⊂ F+((i, j)Clθ(B)) for every subset B of Y.

Proof. The proof is similar to that of Theorem 5.3.

The following two theorems are immediate consequences of Theorems 5.3 and 5.4.

Theorem 5.5. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2), where mij = m(τ1, τ2) is an m-structure
on X determined by τ1 and τ2, the following properties are equivalent:

(1) F is (i, j)-upper weakly m-continuous;

(2) mij-Cl(F
−(jInt((i, j)Clθ(B)))) ⊂ F

−((i, j)Clθ(B)) for every subset B of Y;

(3) mij-Cl(F
−(jInt(iCl(B)))) ⊂ F−((i, j)Clθ(B)) for every subset B of Y.

Theorem 5.6. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2), where mij = m(τ1, τ2) is an m-structure
on X determined by τ1 and τ2, the following properties are equivalent:

(1) F is (i, j)-lower weakly m-continuous;

(2) mij-Cl(F
+(jInt((i, j)Clθ(B)))) ⊂ F

+((i, j)Clθ(B)) for every subset B of Y;

(3) mij-Cl(F
+(jInt(iCl(B)))) ⊂ F+((i, j)Clθ(B)) for every subset B of Y.

Remark 5.2. (1) If τ1 = τ2 = τ , σ1 = σ2 = σ and F : (X, τ) → (Y, σ) is a multifunction, then by
Theorems 5.5 and 5.6 we obtain characterizations of weak quasi continuity [26], weak precontinuity [27],
weak α-continuity [31] and weak β-continuity [28] for multifunctions in topological spaces.

(2) If f : (X, τ1, τ2) → (Y, σ1, σ2) is a function, then by Theorems 5.5 and 5.6 we obtain characteriza-
tions of weak quasi-continuity [25] and weak precontinuity [20] for functions in bitopological spaces,

(3) If F : (X, τ1, τ2) → (Y, σ1, σ2) is a multifunction, then by Theorems 5.5 and 5.6 we obtain the
characterizations of weak semi-continuity, weak precontinuity, weak α-continuity and weak sp-continuity for
multifunctions in bitopological spaces.
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6. Regularity and weak m-continuity

Definition 6.1. A multifunction F : (X, τ1, τ2) → (Y, σ1, σ2), where mij = m(τi, τj) is an m-structure on
X determined by τ1 and τ2, is said to be

(1) (i, j)-upper m-continuous if for each x ∈ X and each V ∈ σi containing F (x), there exists U ∈ mij

containing x such that F (U) ⊂ V ,

(2) (i, j)-lower m-continuous if for each x ∈ X and each V ∈ σi meeting F (x), there exists U ∈ mij

containing x such that F (u) ∩ V �= ∅ for every u ∈ U .

Lemma 6.1. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2), where mij = m(τi, τj) is an m-structure on
X determined by τ1 and τ2, the following properties are equivalent:

(1) F is (i, j)-upper m-continuous;

(2) F+(V ) = mij-Int(F
+(V )) for every σi-open set V of Y;

(3) F−(K) = mij-Cl(F
−(K)) for every σi-closed set K of Y.

Lemma 6.2. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2), where mij = m(τi, τj) is an m-structure on
X determined by τ1 and τ2, the following properties are equivalent:

(1) F is (i, j)-lower m-continuous;

(2) F−(V ) = mij-Int(F
−(V )) for every σi-open set V of Y;

(3) F+(K) = mij-Cl(F
+(K)) for every σi-closed set K of Y.

Definition 6.2. A bitopological space (X, τ1, τ2) is said to be (i, j)-regular [10] if for each x ∈ X and each
τi-closed set K not containing x, there exist disjoint τi-open set U and τj-open set V such that x ∈ U and
K ⊂ V .

Lemma 6.3 (Popa and Noiri [25]). If a bitopological space (X, τ1, τ2) is (i, j)-regular, then (i, j)-Clθ(K) = K
for every τi-closed set K.

Lemma 6.4. Let (X, τ1, τ2) be an (i, j)-regular bitopological space, then for each set A and each τi-open
set D which intersects A, there exists a τi-open set DA such that A ∩DA �= ∅ and jCl(DA) ⊂ D.

Proof. Let x ∈ A ∩ D. Then x /∈ (X − D) and X − D is τi-closed. Since X is (i, j)-regular, there
exist U ∈ τi and V ∈ τj such that U ∩ V = ∅, x ∈ U and X − D ⊂ V . Hence U ∩ iCl(V ) = ∅ and
x /∈ iCl(V ). Let DA = X − iCl(V ). Then DA ∈ τi and x ∈ DA and hence A ∩DA �= ∅. On the other hand,
jCl(DA) = jCl(X − iCl(V )) ⊂ jCl(X − V ) ⊂ D.

Theorem 6.1. Let (Y, σ1, σ2) be an (i, j)-regular space. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2),
where mij = m(τi, τj) is an m-structure on X determined by τ1 and τ2, the following properties are equiva-
lent:

(1) F is (i, j)-upper m-continuous;

(2) F−((i, j)Clθ(B)) = mij-Cl(F
−((i, j)Clθ(B))) for every subset B of Y;

(3) F−(K) = mij-Cl(F
−(K)) for every (i, j)-θ-closed set K of Y;

(4) F+(V ) = mij-Int(F
+(V )) for every (i, j)-θ-open set V of Y.
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Proof. (1) ⇒ (2): Let B be any subset of Y . Since (i, j)-Clθ(B) is σi-closed in Y , it follows from Lemma
6.1 that F−((i, j)-Clθ(B)) = mij-Cl(F

−((i, j)-Clθ(B)));

(2) ⇒ (3): Let K be any (i, j)-θ-closed set of Y . Then (i, j)Clθ(K) = K. Therefore, F
−(K) = mij-

Cl(F−(K)).

(3)⇒ (4): Let V be any (i, j)-θ-open set of Y . By (3), X−F+(V ) = F−(Y −V ) = mij-Cl(F
−(Y −V )) =

X −mij-Int((F
+(V )). Hence F+(V ) = mij-Int((F

+(V )).

(4) ⇒ (1): Since Y is (i, j)-regular, by Lemma 6.3 (i, j)-Clθ(B) = B for every σi-closed set B of Y and
hence every σi-open set is (i, j)-θ-open. Therefore, F

+(V ) = mij-Int(F
+(V )) for every σi-open set V of Y .

By Lemma 6.1, F is (i, j)-upper m-continuous.

Corollary 6.1. Let (Y, σ1, σ2) be an (i, j)-regular space. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2),
where mij = m(τi, τj) is an m-structure on X determined by τ1 and τ2 and has property B, the following
properties are equivalent:

(1) F is (i, j)-upper m-continuous;

(2) F−((i, j)Clθ(B)) is mij-closed for every subset B of Y;

(3) F−(K) is mij-closed for every (i, j)-θ-closed set K of Y;

(4) F+(V ) is mij-open for every (i, j)-θ-open set V of Y.

Proof. This follows from Theorem 6.1 and Lemma 3.3.

Theorem 6.2. Let (Y, σ1, σ2) be an (i, j)-regular space. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2),
where mij = m(τi, τj) is an m-structure on X determined by τ1 and τ2, the following properties are equiva-
lent:

(1) F is (i, j)-lower m-continuous;

(2) F+((i, j)Clθ(B)) = mij-Cl(F
+((i, j)Clθ(B))) for every subset B of Y;

(3) F+(K) = mij-Cl(F
+(K)) for every (i, j)-θ-closed set K of Y;

(4) F−(V ) = mij-Int(F
−(V )) for every (i, j)-θ-open set V of Y;

(5) F is (i, j)-lower weakly m-continuous.

Proof. The proofs of implications (1) ⇒ (2) ⇒ (3) ⇒ (4) are similar as in Theorem 6.1.

(4)⇒ (5): Let V be any σi-open set of Y . Since Y is (i, j)-regular, V is (i, j)-θ-open and by (4) we have
F−(V ) = mij-Int(F

−(V )) ⊂ mij-Int(F
−(jCl(V ))). By Theorem 3.4 F is (i, j)-lower weakly m-continuous.

(5) ⇒ (1): Let x ∈ X and V be any σi-open set of Y such that F (x)∩ V �= ∅. Since Y is (i, j)-regular,
by Lemma 6.4 there exists a σi-open set W such that F (x)∩W �= ∅ and jCl(W ) ⊂ V . Since F is (i, j)-lower
weakly m-continuous, there exists U ∈ mij containing x such that F (u) ∩ jCl(W ) �= ∅; hence F (u) ∩ V �= ∅
for every u ∈ U . This shows that F is (i, j)-lower m-continuous.

Corollary 6.2. Let (Y, σ1, σ2) be an (i, j)-regular space. For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2),
where mij = m(τi, τj) is an m-structure on X determined by τ1 and τ2 and has property B, the following
properties are equivalent:
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(1) F is (i, j)-lower m-continuous;

(2) F+((i, j)Clθ(B)) is mij-closed for every subset B of Y;

(3) F+(K) is mij-closed for every (i, j)-θ-closed set K of Y;

(4) F−(V ) is mij-open for every (i, j)-θ-open set V of Y;

(5) F is (i, j)-lower weakly m-continuous.

Proof. The proof follows from Theorem 6.2 and Lemma 3.3.

Remark 6.1. (1) If τ1 = τ2 = τ , σ1 = σ2 = σ and F : (X, τ) → (Y, σ) is a multifunction, then by
Corollaries 6.1 and 6.2 we obtain characterizations of weak quasi continuity [26], weak precontinuity [27],
weak α-continuity [31] and weak β-continuity [28] for multifunctions in topological spaces.

(2) If f : (X, τ1, τ2)→ (Y, σ1, σ2) is a function, then by Corollaries 6.1 and 6.2 we obtain characteriza-
tions of weak quasi-continuity [33] and weak precontinuity [20] for functions in bitopological spaces,

(3) If F : (X, τ1, τ2) → (Y, σ1, σ2) is a multifunction, then by Corollaries 6.1 and 6.2 we obtain the
characterizations of weak semi-continuity, weak precontinuity, weak α-continuity and weak sp-continuity for
multifunctions in bitopological spaces.

7. New forms of modifications of weak continuity

There are many modifications of open sets in topological spaces. In order to define some new modifications
of open sets in a bitopological space, let recall θ-open sets and δ-open sets due to Veličko [36]. Let (X, τ )
be a topological space. A point x ∈ X is called a θ-cluster (resp. δ-cluster) point of a subset A of X if
Cl(V ) ∩A �= ∅ (resp. Int(Cl(V )) ∩A �= ∅) for every open set V containing x. The set of all θ-cluster (resp.
δ-cluster) points of A is called the θ-closure (resp. δ-closure) of A and is denoted by Clθ(A) (resp. Clδ(A)).
If A = Clθ(A) (resp. A = Clδ(A)), then A is said to be θ-closed (resp. δ-closed) [36]. The complement of a
θ-closed (resp. δ-closed) set is said to be θ-open (resp. δ-open). The union of all θ-open (resp. δ-open) sets
contained in A is called the θ-interior (resp. δ-interior) of A and is denoted by Intθ(A) (resp. Intδ(A)).

Definition 7.1. A subset A of a bitopological space (X, τ1, τ2) is said to be
(1) (i, j)-δ-semi-open [21] if A ⊂ jCl(iIntδ(A)), where i �= j, i, j = 1, 2,

(2) (i, j)-δ-preopen [22] if A ⊂ iInt(jClδ(A)), where i �= j, i, j = 1, 2,

(3) (i, j)-δ-semi-preopen (simply (i, j) − δ-sp-open) if there exists an (i, j)-δ-preopen set U such that
U ⊂ A ⊂ jCl(U), where i �= j, i, j = 1, 2.

Definition 7.2. A subset A of a bitopological space (X, τ1, τ2) is said to be
(1) (i, j)-θ-semi-open if A ⊂ jCl(iIntθ(A)), where i �= j, i, j = 1, 2,

(2) (i, j)-θ-preopen if A ⊂ iInt(jClθ(A)), where i �= j, i, j = 1, 2,

(3) (i, j)-θ-semi-preopen (simply (i, j) − θ-sp-open) if there exists an (i, j)-θ-preopen set U such that
U ⊂ A ⊂ jCl(U), where i �= j, i, j = 1, 2.

Let (X, τ1, τ2) be a bitopological space. The family of (i, j)-δ-semi-open (resp. (i, j)-δ-preopen, (i, j)-
δ-sp-open, (i, j)-θ-semi-open, (i, j)-θ-preopen, (i, j)-θ-sp-open) sets of (X, τ1, τ2) is denoted by (i, j)δSO(X)
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(resp. (i, j)δPO(X), (i, j)δSPO(X), (i, j)θSO(X), (i, j)θPO(X), (i, j)θSPO(X)).

Remark 7.1. Let (X, τ1, τ2) be a bitopological space. The family (i, j)δSO(X), (i, j)δPO(X), (i, j)δSPO(X),
(i, j)θSO(X), (i, j)θPO(X) and (i, j)θSPO(X) are all m-structures with property B.

For a multifunction F : (X, τ1, τ2) → (Y, σ1, σ2), we can define many new types of (i, j)-upper/lower
weaklym-continuous multifunctions. For example, in casemij = (i, j)δSO(X) (resp. (i, j)δPO(X), (i, j)δSPO(X
(i, j)θSO(X), (i, j)θPO(X), (i, j)θSPO(X)) we can define new types of (i, j)-upper/lower weaklym-continuous
multifunctions as follows:

Definition 7.3. A multifunction F : (X, τ1, τ2)→ (Y, σ1, σ2) is said to be (i, j)-upper/lower weakly δ-semi-
continuous (resp. (i, j)-upper/lower weakly δ-precontinuous, (i, j)-upper/lower weakly δ-sp-continuous)
if F : (X,mij) → (Y, σ1, σ2) is (i, j)-upper/lower weakly m-continuous and mij = (i, j)δSO(X) (resp.
(i, j)δPO(X), (i, j)δSPO(X)).

Definition 7.4. A multifunction F : (X, τ1, τ2) → (Y, σ1, σ2) is said to be (i, j)-upper/lower weakly θ-
semi-continuous (resp. (i, j)-upper/lower weakly θ-precontinuous, (i, j)upper/lower weakly θ-sp-continuous)
if F : (X,mij) → (Y, σ1, σ2) is (i, j)-upper/lower weakly m-continuous and mij = (i, j)θSO(X) (resp.
(i, j)θPO(X), (i, j)θSPO(X)).

Conclusion. We can apply the characterizations established in Sections 3-6 to the multifunctions defined
in Definitions 7.3 and 7.4 and also to multifunctions defined by using any m-structure mij = m(τ1, τ2)
determined by τ1 and τ2 in a bitopological space (X, τ1, τ2).
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Abstract.In this paper a method is suggested for solving the problem in which the objective

function is of the form f(x)+
g(x)

h(x)
i.e., sum of linear and quotient function, and where the constraint

functions are in the form of linear inequalities with bounded decision variables. The proposed

method is based mainly upon solving this problem algebraically.

1. Introduction

The problem of sum of linear and linear fractional arises when a sum of absolute and relative terms
is to be maximized. The proposed method is useful for large class of fractional programming models
with bounded decision variables. Earlier Charnes and Cooper [3], Dantzig [4], Swarup [8], Martos
[6], Sinha and Tuteja [7] and Chadha [2] solved fractional programming problems and gave iterative
algorithms.

The suggested method in this paper depends mainly on solving the objective function in the form

f (x) +
g(x)

h(x)
i.e., sum of linear and quotient function, where f(x), g(x) and h(x) are linear functions,

the constraint functions are in the form of linear inequalities and decision variables are bounded. The
proposed method is based mainly upon solving this problem algebraically. The given problem with
bounded decision variable is converted to the problem of non-negativity and then converted to a linear
programming problem which can be solved using Simplex or any other technique. The same has been
supported by two theorems. The proposed method is not depended upon the size of the problem.

2. The Problem

The problem of concern arises when a linear fractional function is to be maximized on a convex
polyhedral set X.

Let us consider the problem

Max Z(x) = ATx+ α+
BTx+ β

CTx+ γ

subject to

ax ≤ b

x ≥ l, x ε X (2.1)

Keywords and phrases : Fractional programming problem, Linear programming.

AMS Subject Classification : 90C32 .
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Here a is an m x n matrix, x and b are column vectors with n and m components respectively. α
and β are scalars. Symbol T denotes the transpose of the matrix. It is assumed that the objective
function is continuously differentiable, CTx+ γ > 0 for all xεX.

This primal problem with bounded decision variable can be converted to the problem of non-
negativity with the help of the transformation

w = x− l ≥ 0

as given below

Max Z(w) = ATw+ α1 +
BTw + β1
CTw + γ1

(2.2)

subject to w ε x1, where

X1 = {w : aw ≤ b1, w ≥ 0}

X1 is a convex polyhedral set.

Here Z(w) = Z(w + l), a is an m by n matrix, w and b1 are column vectors with n and m

components respectively and α1, β1, γ1 are scalars. It is assumed that CTw + γ1 > 0 for all w in
X1. The objective of the function is continuously differentiable.

If x is the feasible solution of fractional programming problem (2.1), then there exist a feasible
solution w(x = w + l) of fractional programming problem (2.2) because w satisfies both constraints
and non negative constraints.

The above problem (2.2) can be written as

Max Z(w) = ATw + α1 +
BTw

CTw + γ1
+
β1(C

Tw + γ1)− β1C
Tw

γ1(CTw + γ1)

or,

Max Z(w) = ATw + α1 + (BT −
β1

γ1
CT )

w

(CTw + γ1)
+
β1

γ1

subject to

awCTw + awγ1
γ1(CTw + γ1)

≤
b1

γ1
(2.3)

or,
bCTw + awγ1
γ1(CTw + γ1)

≤
b1

γ1

or,

aw

CTw + γ1
+

b1C
Tw

γ1(CTw + γ1)
≤
b1

γ1

Now let

y1 = A
Tw + α1 and y2 =

w

CTw + γ1

therefore we can write (2.3) as

Max Z(y) = y1 + (BT −
β1

γ1
CT )y2 +

β1

γ1
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subject to

(a+
b1

γ1
CT )y2 ≤

b1

γ1
(2.4)

Again (2.4) can be written in the form

Max Z(y) = y1 + py2 + q

subject to

ry2 ≤ s (2.5)

where

p = (BT −
β1

γ1
CT ), q =

β1

γ1
, r = a+

b1

γ1
CT , s =

b1

γ1

y1 = A
Tw + α1 and y2 =

w

CTw + γ1

Problem (2.5) is a linear programming problem of fractional programming problem (2.2) and can be
solved by traditional Simplex Method and hence from the solution of problem (2.2) we get the solution
of given fractional programming problem (2.1).

3. Theorems

In this section, we shall prove two theorems regarding the fractional programming problem (2.1) and
(2.2), and we have

Theorem 3.1. If x∗ be the optimal solution of fractional programming problem (2.1) then there exist
an optimal solution w∗(x∗ = w∗ + l) of fractional programming problem (2.2).

Proof: If x∗ be the optimal solution of fractional programming problem (2.1) then w∗ must be
the feasible solution. Let x∗ be the optimal solution of fractional programming problem (2.1) so it
must satisfy the objective function then x∗ will give the maximum value, hence

ATx∗ + α+
BTx∗ + β

CTx∗ + γ
≥ ATx+ α+

BTx+ β

CTx+ γ

Using x∗ = x∗ + l, we have

AT (w∗ + l) + α+
BT (w∗ + l) + β

CT (w∗ + l) + γ
≥ AT (w + l) + α+

BT (w + l) + β

CT (w + l) + γ

ATw∗ + α1 +
BTw∗ + β1
CTw∗ + γ1

≥ ATw + α1 +
BTw + β1
CTw + γ1

therefore w∗ is the optimal solution of the fractional programming problem (2.2).

Theorem 3.2. If w∗ be the optimal solution of fractional programming problem (2.2) then there
exist x∗ = w∗ + l which satisfy the fractional programming problem (2.1) and the extreme values of
the two objective functions are equal.

Proof: If w∗ be the optimal solution then w∗ must satisfy constraints

aw∗ ≤ b1, w
∗ ≥ 0

or,
a(w∗ + l) ≤ b1 + al
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or,
ax∗ ≤ b1 + al

Now w∗ must satisfy the objective function,

ATw∗ + α1 +
BTw∗ + β1
CTw∗ + γ1

≥ ATw + α1 +
BTw + β1
CTw + γ1

AT (w∗ + l) + α+
BT (w∗ + l) + β

CT (w∗ + l) + γ
≥ AT (w + l) + α+

BT (w + l) + β

CT (w + l) + γ

ATx∗ + α+
BTx∗ + β

CTx∗ + γ
≥ ATx+ α+

BTx+ β

CTx+ γ

If another variable x̄ satisfy and x∗ not satisfy the problem (2.1), then

AT
−

x+ α+
BT

−

x+ β

CT
−

x+ γ
≥ ATx∗ + α+

BTx∗ + β

CTx∗ + γ

or,

AT
−

w + α1 +
BT

−

w + β1

CT
−

w + γ1
≥ ATw∗ + α1 +

BTw∗ + β1
CTw∗ + γ1

This contradicts that w∗ is optimal solution, hence x∗ satisfy (2.1).

Let Z1 and Z2 be the optimal solution of problem (2.1) and (2.2) respectively, then

Z1 = A
Tx∗ + α+

BTx∗ + β

CTx∗ + γ
= AT (w∗ + l) + α+

BT (w∗ + l) + β

CT (w∗ + l) + γ
= ATw∗ + α1 +

BTw∗ + β1
CTw∗ + γ1

= Z2

This proves the theorem.

Particular Cases

1. If we put CT = 0 in (2.1) then it is reduced to a linear programming problem. Therefore the
discussion carried out holds true in the case of linear programming problem also.

2. If we put BT = 0 and β = 1 in the fractional programming problem (2.1) we arrive at an earlier
result obtained by Tuteja [9].

3. If we put AT = 0 = α in the Fractional programming problem (2.1), we arrive at an earlier
result obtained by Bit ran and Novaes[1].

4. If we put AT = 0 = α, with homogeneous constraints in the fractional programming problem
(2.1), we arrive at an earlier result obtained by Chadha [2].

5. If we put BT = 1 = β in the fractional programming problem (2.1), we arrive at an earlier result
obtained by Jain and Mangal [5].

4. Conclusion

In this paper, a maximization fractional programming problem consisting of a sum of a linear and a
quotient functions with bounded decision variables has been considered. With certain assumptions,
linear programming problem has been obtained. Two theorems related to optimal solution have been
established. The various particular cases have been given in the end.
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Abstract. A study of a P-Sasakian manifold admitting Ricci solitons and gradient Ricci solitons has

been made.

1. Introduction

In [2], Adati and Matsumoto introduced the notion of Para-Sasakian manifold or briefly P−Sasakian man-
ifold which are considered as special cases of an almost para-contact manifold (see [15]).

A Ricci soliton is a generalization of an Einstein metric. In a Riemannian manifold (M, g), g is called
a Ricci soliton if [11]

($V g + 2S + 2λg)(X,Y ) = 0 (1.1)

where $ is the Lie derivative, S is the Ricci tensor, V is a vector field on M and λ is a constant. Metrics
satisfying (1.1) are interesting and useful in physics and are often referred as quasi-Einstein (cf., [4], [5], [9]).
Compact Ricci solitons are the fixed points of the Ricci flow ∂

∂t
g = −2S projected from the space of metrics

onto its quotient modulo diffeomorphisms and scalings, and often arise as blow-up limits for the Ricci flow
on compact manifolds. Theoretical physicists have also been looking into the equation of Ricci soliton in
relation with string theory. The initial contribution in this direction is due to Friedan [9] who discusses
some aspects of it.

The Ricci soliton is said to be shrinking, steady and expanding according as λ is negative, zero and
positive, respectively. If the vector field V is the gradient of a potential function −f , then g is called a
gradient Ricci soliton and equation (1.1) assumes the form

∇∇f = S + λg. (1.2)

A Ricci soliton on a compact manifold has constant curvature in dimension 2 ([11]) and also in dimension 3
([3]). For details we refer to Chow and Knopf [6] and Derdzinski [8]. We also recall the following significant
result of Perelman [13]: A Ricci soliton on a compact manifold is a gradient Ricci soliton.

In [14], Sharma has started the study of Ricci solitons in K-contact manifolds. Also, in a subsequent
paper [10] Ghosh, Sharma and Cho studied gradient Ricci soliton of a non-Sasakian (k, µ)-contact manifold.
In a K-contact manifold the structure vector field ξ is Killing, that is, $ξg = 0, which is not in general, in
a P−Sasakian manifold. Recently, Calin and Crasmareanu [3] have studied Ricci solitons in f−Kenmotsu
manifolds.

Motivated by these circumstances, in this paper we study Ricci solitons and gradient Ricci solitons in
a P−Sasakian manifold.

The paper is organized as follows: After preliminaries in Section 2 among others we prove that in an
SP -Sasakian manifold if g admits a Ricci soliton (g, ξ, λ), then the manifold is an η−Einstein manifold and
also we show that if an SP -Sasakian manifold admits a compact Ricci soliton, then the manifold is Einstein.

Keywords and phrases : P-Sasakian manifold, SP-Sasakian manifold, Ricci Soliton, Gradient Ricci Soliton, η−Einstein.

AMS Subject Classification : 53C15, 53C40.
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Finally, we prove that if a P -Sasakian manifold admits a gradient Ricci soliton, then the manifold is an
Einstein manifold under certain condition.

2. P -Sasakian Manifolds

Let M be an n-dimensional contact manifold with contact form η, i.e., η ∧ dη �= 0. It is well known that
a contact manifold admits a vector field ξ, called the characteristic vector field, such that η(ξ) = 1 and
dη(ξ,X) = 0 for every X ∈ χ(M). Moreover, M admits a Riemannian metric g and a tensor field φ of type
(1, 1) such that

φ2 = I + η ⊗ ξ, η(X) = g(ξ,X), g(X,φY ) = dη(X, Y ) (2.1)

We then say that (φ, ξ, η, g) is a contact metric structure. A manifold with this structure is called a
contact metric manifold. A contact metric manifold is said to be a Sasakian if

(∇Xφ)Y = g(X, Y )ξ − η(Y )X (2.2)

in which case

∇Xξ = −φX, R(X,Y )ξ = η(Y )X − η(X)Y (2.3)

Now we give a structure similar to Sasakian but not contact.
An n−dimensional differentiable manifold M is said to admit an almost para-contact Riemannian

structure (φ, ξ, η, g), where φ is a (1, 1)−tensor field, ξ is a vector field, η is a 1-form and g is a Riemannian
metric on M such that

φξ = 0, ηφ = 0, η(ξ) = 1, g(ξ,X) = η(X) (2.4)

φ2X = X − η(X)ξ, g(φX, φY ) = g(X,Y )− η(X)η(Y ) (2.5)

for all vector fields X,Y ∈ χ(M). The equation η(ξ) = 1 is equivalent to | η |≡ 1 and then ξ is just the
metric dual of η, where g is a Riemannian metric on M. If (φ, ξ, η, g) satisfy the following equations

dη = 0, ∇Xξ = φX (2.6)

(∇Xφ)Y = −g(X,Y )ξ − η(Y )X + 2η(X)η(Y )ξ (2.7)

then M is called a Para-Sasakian manifold or briefly a P -Sasakian manifold. Especially, a P -Sasakian
manifold M is called a special para-Sasakian manifold or briefly an SP -Sasakian manifold if M admits a
1-form η satisfying

(∇Xη)(Y ) = −g(X,Y ) + η(X)η(Y ) (2.8)

It is known that in a P -Sasakian manifold the following relations hold

S(X, ξ) = (1− n)η(X) (2.9)

η(R(X,Y )Z) = g(X,Z)η(Y )− g(Y, Z)η(X) (2.10)

for any vector fields X,Y, Z ∈ χ(M ) ([1], [15], [16]).
An n-dimensional P -Sasakian manifold is said to be η-Einstein if the Ricci tensor S satisfies

S = ag + bη ⊗ η (2.11)

where a and b are smooth functions on the manifold.
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3. Ricci Solitons

Suppose a P -Sasakian manifold admits a Ricci soliton defined by (1.1). It is well known that ∇g = 0. Since
λ in the Ricci soliton equation (1.1) is a constant, so ∇λg = 0. Thus $V g + 2S is parallel. In [7] the author
prove that if a P-Sasakian manifold admits a symmetric parallel (0, 2) tensor, then the tensor is a constant
multiple of the metric tensor. Hence $V g+2S is a constant multiple of metric tensors g, i.e., $V g+2S = ag,
where a is constant. Hence $V g + 2S + 2λg reduces to (a+ 2λ)g. Using (1.1) we get λ = −a/2. So we have
the following:

Proposition 3.1. In a P-Sasakian manifold the Ricci soliton (g, λ, V ) is shrinking or expanding according
as a is positive or negative.

In particular, let V = ξ. Then

($V g + 2S + 2λg)(X,Y ) = 0

implies that
2g(φX, Y ) + 2S(X,Y ) + 2λg(X,Y ) = 0 (3.1)

Substituting X = ξ we get λ = −(n − 1). Thus the Ricci soliton is expanding. If, in particular, the
manifold is an SP-Sasakian manifold, then

(∇Xη)(Y ) = g(X,φY ) = −g(X,Y ) + η(X)η(Y ) (3.2)

Hence (3.1) takes the form
S(X,Y ) = (1− λ)g(X, Y )− η(X)η(Y ) (3.3)

that is, an η−Einstein manifold. So we have the following

Theorem 3.1. If an SP-Sasakian manifold admits a Ricci soliton (g, ξ, λ), then the manifold is an
η−Einstein manifold.

Conversely, let M be an SP -Sasakian η−Einstein manifold of the form

S(X,Y ) = γg(X, Y ) + δη(X)η(Y ) (3.4)

where γ and δ are constants.
Now taking V = ξ and using (3.2)

($ξg)(X,Y ) = g(∇Xξ, Y ) + g(∇Y ξ,X) = 2g(φX, Y )

Therefore, using (3.2) the above equation becomes

($ξg)(X,Y ) + 2S(X,Y ) + 2λg(X,Y ) = 2(γ + λ− 1)g(X,Y )− 2(λ + δ)η(X)η(Y ) (3.5)

From equation (3.5), it follows that M admits a Ricci soliton (g, ξ, λ) if γ+λ−1 = 0 and λ = −δ = constant.
So we have the following

Theorem 3.2. If an SP-Sasakian manifold is η−Einstein of the form S = γg + δη⊗ η with γ, δ = constant,
then the manifold admits a Ricci soliton (g, ξ,−δ).

Again on contraction we get from (3.3)

r = n(1− λ)− 1 = constant

Therefore the scalar curvature is constant.
In [14], Sharma proved that a compact Ricci soliton of constant scalar curvature is Einstein. Hence

from Theorem 3.1. we state the following

Corollary 3.1. If an SP-Sasakian manifold admits a compact Ricci soliton, then the manifold is Einstein.
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4. Gradient Ricci Solitons

If the vector field V is the gradient of a potential function −f, then g is called a gradient Ricci soliton and
(1.1) assume the form

∇∇f = S + λg (4.1)

This reduces to

∇YDf = QY + λY (4.2)

where D denotes the gradient operator of g. From (4.2) it is clear that

R(X, Y )Df = (∇XQ)Y − (∇YQ)X (4.3)

This implies

g(R(ξ, Y )Df, ξ) = g((∇ξQ)Y, ξ)− g((∇YQ)ξ, ξ) (4.5)

Now using (2.6) and (2.9), we have

g((∇YQ)ξ, ξ) = g(∇YQξ, ξ)− g(Q(∇Y ξ), ξ) = 0 (4.5)

and

g((∇ξQ)Y, ξ) = 0 (4.6)

Then, from (4.4) we have

g(R(ξ,X)Df, ξ) = 0 (4.7)

Also, from (2.8), we get

g(R(ξ, Y )Df, ξ) = −g(Y,Df) + η(Df )η(Y )

Hence

Df = η(Df )ξ = g(Df, ξ) = (ξf)ξ (4.8)

Using (4.8) in (4.2), we get

S(X, Y ) + λg(X,Y ) = g(∇Y ((ξf)ξ),X) = Y (ξf )η(X) + ξfg(φX, Y ) (4.9)

Putting X = ξ in (4.9) and using (3.3), we get

Y (ξf) = (1− n + λ)η(Y ) (4.10)

From this it is clear that if λ = n− 1, then ξf = constant. Therefore, from (4.8) we have

Df = (ξf)ξ = cξ

Thus we can write from this equation

g(Df,X) = cη(X)

which means that

df(X) = cη(X)
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Applying d on the above equation, we get

cdη = 0

Since dη �= 0 in a P−Sasakian manifold, we have c = 0. Hence we get Df = 0. This means that
f =constant. Therefore equation (4.1) reduces to

S(X, Y ) = (1− n)g(X, Y )

that is, M is an Einstein manifold.

Theorem 4.1. If a P -Sasakian manifold admits a gradient Ricci soliton then the manifold is an Einstein
manifold provided λ = n− 1.
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Abstract. Lanczos introduced an integral expression for calculating the derivative of a function,

if it is continuous in the point x under analysis. Here we extend this expression to the case of a

finite discontinuity at x.

1. Introduction

Lanczos [4] used the Least Squares Method (MMC) of Gauss-Legendre to derive an integral expression
that gives the derivative of a function, that is, derivation via integration [1-6]:

f ′L(x, ε) =
3

2ε3

ε∫

−ε

tf(x+ t)dt, ε � 1, (1)

and when ε→ 0, then (1) tends to the ordinary derivative

lim
ε→0

f ′L(x, ε) = f
′(x) (2)

The relation (1) is valid when f(x) is continuous at x, which is shown in Section 2. In the
literature we have not found explicitly, the corresponding generalization of (1) wheref(x) has a finite
discontinuity; in Section 3 we obtain the generalization and (2) is replaced by [2]

lim
ε→0

f ′L(x, ε) =
1

2
[f ′+(x) + f

′

−
(x)] (3)

where f ′+(x) and f
′

−
(x) are the derivatives arising from the right and the left, respectively. We note

that (3) also applies when in x there is no discontinuity of the function, but f ′+(x) is different to f
′

−
(x),

which means that it is not derivable in the usual sense. The relation (3) reminds us a similar property
of the Fourier series at a point of finite discontinuity [4]

lim
ε→0

fn(x) =
1

2
[f ′+(x) + f

′

−
(x)] (4)

2. Lanczos derivative

Here we will indicate the main aspects of the construction of (1), useful in Section 3 for its general-
ization to a function with finite discontinuity at the point under study. Before testing (1), we check
the validity of (2). the Taylor series gives the expression

f(x+ t) = f(x) + f ′(x)t+
1

2
f ′′(x)t2 + ....... (5)

Keywords and phrases : Lanczos Derivative; Method of Least Squares.

AMS Subject Classification : 26A15, 26A24.



36 J. Lopez-Bonilla, A. Iturri-Hinojosa, Amelia Bucur

which on substituting in (1) implies

f ′L(x, ε) = f
′(x) +

ε2

10
f ′′′(x) + ..... (6)

and thus (2) is immediate. In (6) we observe that as ε → 0 then is closer the equality between the
two types of derivatives.

We give three examples to illustrate the application of (1), taking ε = 10−4 we have

(i) f(x) = tan x, then f ′(1) = sec2 1 = 3.42551882, (7)

and the Lanczos derivative

f ′L(1, 10
−4) =

3

2
1012

10−4∫

−10−4

t tan(1 + t)dt = 3.42551887

which is close enough to (7).

(ii) f(x) =| x |, therefore f ′
−
(0) = −1 and f ′+(0) = 1 (8)

and from (1), we have

f ′L(0, 10
−4) =

3

2
1012

10−4∫

−10−4

t | t | dt = 0
(8)
=

1

2
[f ′+(0) + f

′

−
(0)]

in accordance with (3).

(iii) f (x) = 	n x, so f ′(0.25) = 4 (9)

such that

f(0.25, 10−4) =
3

2
1012

10−4∫

−10−4

t 	n(0.25 + t)dt = 4.00000012 (9a)

comparable to (9), etc.

Now we shall show how Lanczos [4] obtained (1) by the celebrated Gauss-Legendre MMC.
Cornelius Lanczos wanted to calculate, for example in x = 0, the derivative of and empirical function
tabulated in equidistant data, then he saw that with 5 points could fit a parabola through them, thus
proposing the curve

y = a+ bx+ cx2 (10)

whose coefficient were obtained via the MMC, and in doing with b because it is clear that

y′(0) = b (11)

In other words, f ′L(0, ε) is the derivative of this parabola when the number n of data tends to in-
finity and the separation h between them approaches to zero, all this happening in the vicinity
[−ε, ε], ε << 1, about x = 0, and the empirical function approaches to a continuous function.

In applying the technique of MMC seek a, b, c, that minimize the mean square error
n∑

k=−n

(a+ bxk + cx
2
k − yk)

2, and thus one of the resulting equations gives

a
∑

xk + b
∑

x2k + c
∑

x3k =
∑

xkyk (12)
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but xk are distributed symmetrically about the origin, then it is clear that
∑
xk =

∑
x3k = 0 cancelling

the coefficients a and c in (12), and assuming n→∞ and h→ 0, the relation (12) involve

b

ε∫

−ε

t2dt =

ε∫

−ε

tf(t)dt therefore b =
3

2ε3

ε∫

−ε

tf(0 + t)dt (13)

and if instead of f ′L(0, ε) we had been interested in f ′L(x, ε) then would have been (1), and hence
proved.
It is important to note the significance of the MMC in the derivation of the Lanczos formula.

3. Lanczos derivative for a discontinuous function

It is now natural to ask by the expression for f ′L(x, ε) at a point where the function has a finite
discontinuity. First we consider the left side of x = 0, where equidistant data conform to the parabola
a1 + b1x+ c1x

2 via the MMC, obtaining equations similar to (12)

na1 + b1
∑

xk + c1
∑

x2k =
∑

yk

a1
∑

xk + b1
∑

x2k + c1
∑

x3k =
∑

xkyk (14)

a1
∑

x2k + b1
∑

x3k + c1
∑

x4k =
∑

x2kyk

recalling that Lanczos derivative from the left is given by

f ′L(0, ε) = b1 (15)

such that

lim
ε→0

f ′L(0, ε) = f
′

−
(0) (16)

When n→∞ and h→ 0 in (14) the
∑

become integrals and the system takes the form

a1 −
ε

2
b1 +

ε2

3
c1 =

1

ε

0∫

−ε

f(t)dt

−
1

2
a1 +

ε

3
b1 −

ε2

4
c1 =

1

ε2

0∫

−ε

tf(t)dt (17)

1

3
a1 −

ε

4
b1 +

ε2

5
c1 =

1

ε3

0∫

−ε

t2f(t)dt

where we can solve b1, that in union of (15) implies

f ′L(0, ε) =
12

ε2

0∫

−ε

(3 +
16

ε
t+

15

ε2
t2)f(t)dt (18)

which, based on (16), approaches to f ′
−
(0) when ε→ 0. So (18) permits to calculate, through a process

of integration, the derivative of f(x) from left at x = 0.
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Similarly, the system for the right side of the discontinuity in x = 0 is (adjusting to the parabola
a2 + b2x+ c2x

2)

a2 +
ε

2
b2 +

ε2

3
c2 =

1

ε

ε∫

0

f(t)dt

1

2
a2 +

ε

3
b2 +

ε2

4
c2 =

1

ε2

ε∫

0

tf(t)dt (19)

1

3
a2 +

ε

4
b2 +

ε2

5
c2 =

1

ε3

ε∫

0

t2f(t)dt

obtaining b2 which is the Lanczos derivative from the right

+f
′

L(0, ε) =
12

ε2

ε∫

0

(−3 +
16

ε
t−

15

ε2
t2)f(t)dt (20)

with the property

lim
ε→0

+
f ′L(0, ε) = f

′

+(0) (21)

Relationships (18) and (20) can be grouped in the form

γf
′

L(0, ε) = −γ
12

ε2

ε∫

0

(3−
16

ε
u+

15

ε2
u2)f (γu)du, γ = ± (22)

then its extension for arbitrary x is immediate and we have

γf
′

L(x, ε) = −γ
12

ε2

ε∫

0

(3−
16

ε
u+

15

ε2
u2)f(x+ γu)du, γ = ± (23)

Finally, according to (3) and in analogy to the Fourier series, the Lanczos derivative at x is defined
as

f ′L(x, ε) =
1

2
[+f

′

L(x, ε) + f ′L(x, ε)] (24)

=
6

ε2

ε∫

0

(3−
16

ε
u+

15

ε2
u2)[f(x− u)− f (x+ u)]du (25)

verifying (3).

As an example of (23)− (25), we consider the function

f(x) =

{
tanx, x ≤ 1
2x2, x > 1

(26)

then f−(1) = 1.5574 �= f+(1) = 2, besides

f ′
−
(1) = sec2 1 = 3.42551882, f ′+(1) = 4, 1

2 [f
′

−
(1) + f ′+(1)] = 3.71275941 (27)

If we choose ε = 10−4, from (23)− (26) it follows that

f ′L(1, ε) = 3.42550001, +f
′

L(1, ε) = 4.0010, f ′L(1, ε) = 3.71325000 (28)



Lanczos derivative for a discontinuous function. 39

and according ε is smaller then the values (28) is closer to (27). Relationships (23) and (25), which
we have not found explicitly in the literature, are the Lanczos derivative for a function with a finite
discontinuity. Thus (1) and (2) are special cases of (25) and (3), respectively. Emphasizing that in all
these expression the derivatives are calculated using the integration process.
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Abstract. An additive mappingD : M −→M is called a generalized derivation if there exists a derivation

d : M −→ M such that D(xαy) = D(x)αy + xαd(y) holds for all x, y ∈ M and α ∈ Γ. A generalized

derivation D associated with a derivation d on a Γ-ring M shall be denoted by the pair (D, d). Suppose

(D, d) and (G, g) be generalized derivations on a Γ-ring M . (D, d) and (G, g) are said to be orthogonal if

D(x)ΓMΓG(y) = (0) = G(y)ΓMΓD(x) holds for all x, y ∈ M . In this paper we obtain some necessary

and sufficient conditions for the generalized derivations to be orthogonal. Some equivalent conditions for

the product of generalized derivations have also been studied.

1. Introduction

Throughout the present paper, M will represent a Γ-ring. The study of Γ-ring was initiated by Nobusawa
in [10] and further generalized by Barnes. Following Barnes [4], a Γ-ring is a pair (M,Γ) where M and Γ are
additive abelian groups for which there exists a map from M × Γ ×M → M (the image of (a, γ, b) will be
denoted by aγb for all a, b ∈M and γ ∈ Γ) satisfying (i) (a+b)αc = aαc+bαc, (ii) a(α+β)b = aαb+aβb, (iii)
aα(b+ c) = aαb+ aαc and (iv) (aαb)βc = aα(bβc) for all a, b, c ∈ M and α, β ∈ Γ. Recall that an additive
mapping d : M −→M is called a derivation if for any a, b ∈M and α ∈ Γ, d(aαb) = d(a)αb+ aαd(b). An
additive mapping D : M −→ M is called a generalized derivation if there exists a derivation d : M −→ M

such that D(xαy) = D(x)αy + xαd(y) holds for all x, y ∈ M and α ∈ Γ. A generalized derivation D
associated with a derivation d on a Γ-ring M shall be denoted by the pair (D, d). A Γ-ring M is said to be
prime if aΓMΓb = (0) implies that a = 0 or b = 0. M is said to be semiprime if aΓMΓa = (0) implies a = 0.
Following [6], two derivations d and g on a ring R are said to be orthogonal if d(x)Rg(y) = (0) = g(y)Rd(x)
holds for all x, y ∈M .

The study of orthogonal derivation in ring was initiated by Bresar and Vukman [6]. Motivated by the
concept of orthogonal derivation in ring, the notion of orthogonal derivation in Γ-ring was introduced in
[3]. Let M be a Γ-ring. Derivations d and g on M are said to be orthogonal if d(x)ΓMΓg(y) = (0) =
g(y)ΓMΓd(x) for all x, y ∈M. Motivated by the notion of generalized derivation in rings (see [5]), the con-
cept of orthogonal generalized derivation in Γ-rings can be extended as follows: two generalized derivations
(D, d) and (G, g) of M are called orthogonal if D(x)ΓMΓG(y)=(0)=G(y)ΓMΓD(x) holds for all x, y ∈M .

Example. Let M1 = M ⊕M where M is a Γ-ring. Then M1 will also be a Γ-ring. Suppose d, g :M −→M

are derivations of M . It is easy to see that the maps d1, g1 : M1 −→ M1 defined by d1((x, y)) = (d(x), 0)
and g1((x, y)) = (0, g(y)) for all x, y ∈ M , are derivations on M1. Again, let (D, d) and (G, g) be gen-
eralized derivations on M . Define maps D1, G1 : M1 −→ M1 such that D1((x, y)) = (D(x), 0) and
G1((x, y)) = (0, G(y)) for all x, y ∈ M . Then (D1, d1) and (G1, g1) are orthogonal generalized deriva-
tions on M1.
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2. Main Results

In the year 1989, Bresar and Vukman [6] defined the notion of orthogonal derivation in semiprime ring
and obtained some necessary and sufficient conditions for the two derivations to be orthogonal. Further,
Yenigul and Argac [12] improved some results obtained in [6] for any nonzero ideal of rings. Several authors
generalized the concept of orthogonal derivations in various directions and proved the results concerning
product of derivations (cf., [1]-[3] and [8]). In this paper, we obtain some necessary and sufficient conditions
for two generalized derivations to be orthogonal. In fact the results obtained in this paper generalize, extend
and unify several known results.

To facilitate our discussion, we begin with the following known lemmas:

Lemma 2.1 ([3, Theorem 2.1]). LetM be a 2-torsion free semiprime Γ-ring. Suppose d and g are derivations
of M . Then the following conditions are equivalent:

(i) d and g are orthogonal.

(ii) dg = 0.

(iii) dg is a derivation.

Lemma 2.2 ([11, Lemma 3]). Let M be a 2-torsion free semiprime Γ-ring and a, b ∈M . Then the following
conditions are equivalent:

(i) aαMβb = (0) for all α, β ∈ Γ.

(ii) bαMβa = (0) for all α, β ∈ Γ.

(iii) aαMβb+ bαMβa = (0) for all α, β ∈ Γ.

If one of the conditions are fulfilled then aγb = bγa = 0 for all γ ∈ Γ.

Now we prove the following:

Lemma 2.3. Let M be a 2-torsion free semiprime Γ-ring. If (D, d) and (G, g) are orthogonal generalized
derivations of M , then (D, d) and (G, g) satisfy the following relations:

(i) D(x)γG(y) = G(y)γD(x) = 0, hence D(x)γG(y) +G(y)γD(x) = 0 for all x, y ∈M and γ ∈ Γ.

(ii) d and G are orthogonal and d(x)γG(y) = G(y)γd(x) = 0 for all x, y ∈M and γ ∈ Γ.

(iii) g and D are orthogonal and g(x)γD(y) = D(y)γg(x) = 0 for all x, y ∈M and γ ∈ Γ.

(iv) d and g are orthogonal derivations.

(v) dG = Gd = 0 and gD = Dg = 0.

(vi) DG = GD = 0.

Proof (i) Since (D, d) and (G, g) are orthogonal generalized derivations, we have D(x)αzβG(y) = 0 for all
x, y, z ∈ M and α, β ∈ Γ. Therefore by Lemma 2.2, we find that D(x)γG(y) = G(y)γD(x) = 0. Hence
D(x)γG(y) +G(y)γD(x) = 0.

(ii) By (i), we have D(x)γG(y) = 0. Replacing x by zαx in the last relation and using the orthogonality of
(D, d) and (G, g), we have

0 = D(zαx)γG(y)
= D(z)αxγG(y) + zαd(x)γG(y)
= zαd(x)γG(y).
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Using the semiprimeness, we find that d(x)γG(y) = 0. Again, replace x by xαz to get

0 = d(xαz)γG(y)
= d(x)αzγG(y) + xαd(z)γG(y)
= d(x)αzγG(y).

Therefore by Lemma 2.2, we conclude that d and G are orthogonal and also G(y)γd(x) = 0.

(iii) Proof is similar to (ii).

(iv) By (i), we have D(x)γG(y) = 0. Replacing x by xαz and y by yβw, we have

0 = D(xαz)γG(yβw)
= (D(x)αz + xαd(z))γ(G(y)βw + yβg(w))
= D(x)αzγG(y)βw + xαd(z)γ(G(y)βw +D(x)αzγyβg(w) + xαd(z)γyβg(w).

By (ii) and (iii), we have xαd(z)γyβg(w) = 0. Again by semiprimeness ofM , we find that d(z)γyβg(w) = 0.
Therefore, by Lemma 2.2, d and g are orthogonal.

(v) By (ii), we have G(d(x)αzβG(y)) = 0. Further, using (iv), we find that, G(d(x))αzβG(y) = 0. Replac-
ing y by d(x) and using the semiprimeness of M we find that G(d(x)) = 0 for all x ∈M . Therefore Gd = 0.
Similarly, since each of d(G(x)αzβd(y)) = 0, D(g(x)αzβD(y)) = 0, g(D(x)αzβg(y)) = 0, G(D(x)αzβG(y) =
0 and D(G(x)αzβD(y)) = 0 for all x, y, z ∈ M and α, β ∈ Γ, we have dG = Dg = gD = Dg = GD = 0,
respectively.

Corollary 2.1. Let M be a 2-torsion free semiprime Γ-ring and let (D, d) and (G, g) be orthogonal deriva-
tions of M. Then dg is a derivation of M and (DG, dg) = (0, 0) is a generalized derivation of M .

We are now well equipped to prove our main theorem which states as follows:

Theorem 2.1. Let M be a 2-torsion free semiprime Γ-ring and let (D, d) and (G, g) be generalized deriva-
tions of M . Then the following conditions are equivalent for all x, y ∈M and γ ∈ Γ:

(i) (D, d) and (G, g) are orthogonal.

(ii) (D, d) and (G, g) satisfy the following relations:

(a) D(x)γG(y) +G(x)γD(y) = 0.

(b) d(x)γG(y) + g(x)γD(y) = 0.

(iii) D(x)γG(y) = d(x)γG(y) = 0.

(iv) D(x)γG(y) = 0 and dG = dg = 0.

(v) (DG, dg) is a generalized derivation.

Proof. (i)⇒ (ii), (iii) (iv) and (v) are proved by Lemma 2.3 and Corollary 2.1.

(ii) ⇒ (i) Replace xαz for x in (a), we have

0 = D(xαz)γG(y) +G(xαz)γD(y)
= D(x)αzγG(y) + xαd(z)γG(y) +G(x)αzγD(y) + xαg(z)γD(y)
= D(x)αzγG(y) +G(x)αzγD(y) + xα(d(z)γG(y) + g(z)γD(y)).

By using part (b) of (ii), we have D(x)αzγG(y) + G(x)αzγD(y) = 0. In particular, D(x)αzγG(x) +
G(x)αzγD(x) = 0. Now by Lemma 2.2, we can see that D(x)αzγG(x) = 0 and G(x)αzγD(x) = 0. There-
fore 0 = D(x + y)αzγG(x + y) = D(x)αzγG(y) + D(y)αzγG(x). Using D(x)αzγG(x) = 0 and the last
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relation, we have D(x)αzγG(y)βtδD(x)αzγG(y) = −D(x)αzγG(y)βtδD(y)αzγG(x) = 0. Semiprimeness of
M gives that D(x)αzγG(y) = 0. Again by Lemma 2.2, D and G are orthogonal.

(iii) ⇒ (i) By the given hypothesis, we have D(x)γG(y) = 0. Replace x by xαz to get

0 = D(xαz)γG(y)
= D(x)αzγG(y) + xαd(z)γG(y)
= D(x)αzγG(y).

Finally by Lemma 2.2, D and G are orthogonal.

(iv)⇒ (i) Using the given hypothesis, we have

0 = dG(xαy)
= d(G(x)αy + xαg(y))
= dG(x)αy +G(x)αd(y) + d(x)αg(y) + xαdg(y)
= G(x)αd(y) + d(x)αg(y).

By application of Lemma 2.1, we find that G(x)αd(y) = 0. Replacing x by xγz in the last relation, we get

0 = G(xγz)αd(y)
= G(x)γzαd(y) + xγg(z)αd(y)
= G(x)γzαd(y).

Hence again by Lemma 2.2, d(y)γG(x) = 0. From (iii), D and G are orthogonal.

(v)⇒ (i) Since (DG, dg) is a generalized derivation, dg is a derivation. Therefore,

DG(xγy) = DG(x)γy + xγdg(y).

Also,
DG(xγy) = D(G(x)γy + xγg(y))

= DG(x)γy +G(x)γd(y) +D(x)γg(y) + xγdg(y).

Combining these two relations, we find that

G(x)γd(y) +D(x)γg(y) = 0. (2.1)

Since D(x)γG(y) = 0, we get
0 = D(x)γG(yαz)

= D(x)γG(y)αz +D(x)γyαg(z)
= D(x)γyαg(z).

Now by Lemma 2.2, we have g(z)γD(x) = 0 for all x, z ∈M and γ ∈ Γ. Replace z by yαz to get

0 = g(yαz)γD(x)
= g(y)αzγD(x) + yαg(z)γD(x)
= g(y)αzγD(x).

Therefore by Lemma 2.2, we find that D(x)γg(y) = 0. Now from (2.1), we get G(x)γd(y) = 0. Again,
replacing y by zαy, we have

0 = G(x)γd(zαy)
= G(x)γd(z)αy +G(x)γzαd(y)
= G(x)γzαd(y).

Further using Lemma 2.2, we get d(y)γG(x) = 0. Therefore by (iii), D and G are orthogonal.

Theorem 2.2. LetM be a 2-torsion free semiprime Γ-ring and let (D, d) and (G, g) be generalized derivation
of M . Then the following conditions are equivalent:
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(i) (DG, dg) is a generalized derivation.

(ii) (GD, gd) is a generalized derivation.

(iii) D and g are orthogonal. Also G and d are orthogonal.

Proof (i) ⇒ (iii) Given (DG, dg) is a derivation. Thus using similar arguments as used to prove (v) ⇒ (i)
in case of the Theorem 2.1(v), we get G(x)γd(y) +D(x)γg(y) = 0. Replace y by yαz to get

0 = G(x)γd(yαz) +D(x)γg(yαz)
= G(x)γd(y)αz +G(x)γyαd(z) +D(x)γg(y)αz +D(x)γyαg(z)
= G(x)γyαd(z) +D(x)γyαg(z). (2.2)

Now since dg is a derivation, d and g are orthogonal by Lemma 2.1. Replacing y by g(z)βy and using the
orthogonality of d and g, we get

0 = G(x)γg(z)βyαd(z) +D(x)γg(z)βyαg(z)
= D(x)γg(z)βyαg(z).

Again replacing y by yδD(x) and α by γ and using semiprimeness of M , we get D(x)γg(z) = 0. Further
replacing z by yαz, we get D(x)γyαg(z) = 0. Hence again by Lemma 2.2, D and g are orthogonal. Hence
using (2.2), we find that G(x)γyαd(z) = 0. Therefore G and d are orthogonal.

(iii) ⇒ (i) By orthogonality of D and g, we have D(x)αyβg(z) = 0 for all x, y, z ∈ M and α, β ∈ Γ.
Replacing x by tγx, we find that

0 = D(tγx)αyβg(z)
= D(t)γxαyβg(z) + tγd(x)αyβg(z)
= tγd(x)αyβg(y).

By the semiprimeness ofM , we have d(x)αyβg(z) = 0. By Lemma 2.2, d and g are orthogonal. Therefore us-
ing by Lemma 2.1 we find that dg is a derivation. Further, replacing y by g(z)γtδD(x) in D(x)αyβg(z) = 0,
we find that D(x)αg(z)γtδD(x)βg(z) = 0. Therefore, by semiprimeness of M we have D(x)αg(z) = 0.
Similarly, since G and d are orthogonal, we have G(x)αd(z) = 0. Thus DG(xαy) = DG(x)αy+ xαdg(y) for
all x, y ∈M and α ∈ Γ. Therefore, (DG, dg) is a generalized derivation.

Corollary 2.2. Let M be a 2-torsion free semiprime Γ-ring and let (D, d) be a generalized derivation of
M . If D(x)γD(y) = 0 for all x, y ∈M and γ ∈ Γ, then D = d = 0.

Proof Since D(x)γD(y) = 0. Replacing y by yαz, we get

0 = D(x)γD(yαz)
= D(x)γ(D(y)αz + yαd(z))
= D(x)γyαd(z).

Therefore by Lemma 2.2, d(z)γD(x) = 0. Replacing x by xαz, we get

d(z)γD(xαz) = d(z)γD(x)αz + d(z)γxαd(z) = d(z)γxαd(z).

Using the semiprimeness of M , we find that d(z) = 0 for all z ∈M . Therefore d = 0.
Again 0 = D(xγy)αD(y) = D(x)γyαD(y). This shows that D(x) = 0 for all x ∈M, that is, D = 0.
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Abstract. The present paper the Hartley transform and its inverse are used to establish certain results

on the testing function space Z and its dual, the space of ultradistributions. A conjecture is proposed for

expressing the inverse Hartley transforms in terms of two parameter Mittag-Leffler functions.

1. Introduction

Ultradistributions are defined as the duals of various types of ultradifferentiable functions. In other words,
if the test function spaces are some classes of non-quasi-analytic functions with certain natural topology,
then the dual spaces possess properties analogous to those of distributions, elements of which are called the
ultradistributions [cf., 1, 4, 7, 8, 11].

Nair and Banerji [5] extended the Hartley transform, which maps the space S′ into itself (S′ being a
space of tempered distributions). Whereas the Hartley transform of any arbitrary distribution in D′ (D′

is the space of Schwartz’s distributions) is not, in general, a distribution, instead it is another kind of
continuous linear functional which is defined over a new space of testing functions Z. Such a functional is
called an ultradistribution. In this paper, we discuss the space Z and its dual Z ′ for the Hartley transform
[2,3] in Sections 2 and 3. We extend the Hartley transform in D′ such that the tempered distributional
Hartley transform [5] and the ordinary Hartley transform (when the functions are locally integrable and
absolutely integrable over −∞ < t <∞) become special cases of our investigation.

The Hartley transform is an integral transform which shares some features with the Fourier transform.
Since the Fourier transform is linear [9], so is the Hartley transform. The Hartley transform and its inverse,
respectively [2, 3], are defined by

f̂ (s) = h[f(t)](s) =

∫
∞

−∞

cas(2πst)f (t)dt (1)

and

f (t) = h−1[f̂ (s)](t) =

∫
∞

−∞

cas(2πst)f̂(s)ds (2)

where s is real and the kernel is

cas(2πst) = cos(2πst) + sin(2πst) (3)

For any n = 0, 1, 2, · · · , the nth derivative theorem [2, p.26] is

h[Dnf(t)](s) = (2πs)ncas
(
−
nπ

2

)
h[f ]((−1)ns) (4)

The space Z is the space of all entire functions that satisfy a set of inequalities of the form

| (2πz)kφ(z) |≤ Gk cosh(2πc | y |)

Keywords and phrases : Integral Transforms in distribution spaces, Ultradistributions, The Hartley transform.
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where z is a complex variable (z = t + i(y), Gk and a are constants. Z ′ is the space (dual of the space Z
) of all continuous linear functionals on the space Z. The elements of Z ′ are termed as ultradistributions.
Properties of ultradistributions are given in Zemanian [11, pp. 198-202].

2. The Testing Function Space Z and Hartley Transform

In this section, we intend to employ the Hartley transform and its inverse to prove results for the space Z.

Theorem 1. The necessary and sufficient condition for φ̂(s) to be in D, with its support contained in
−a ≤ s ≤ a, is that its inverse Hartley transform can be extended to an entire function that satisfies the
inequality

| (2πz)mφ(z) |≤ Gm cosh(2πa | y |) (5)

where

Gm = 2

∫ a

−a

| φ̂(m)(s) | ds, m = 0, 1, 2, · · ·

Proof. Let φ̂(s) be an arbitrary testing function in D whose support is contained in −a ≤ s ≤ a. Using the
inverse Hartley transform (eqn.(2)), we have

φ(t) =

∫ a

−a

cas(2πst)φ̂(s)ds (6)

φ(t) can be extended to an entire function over the complex z-plane such that the equation (6) is expressed
as

φ(z) =

∫ a

−a

cas[2πs(t+ iy)]φ̂(s)ds

=

=

∫ a

−a

cas(2πsz)φ̂(s)ds

=

=

∫ a

−a

φ̂(s)[cos[(2πst) + sin(2πst)]ds

(7)

Following facts reveal the analyticity of φ(z) for all finite z [cf., 10].

1. The integral in (7) converges uniformly over every bounded domain of the z-plane.

2. The integrand, there in (7), is a continuous function of (s, z) for every complex z and every real s, and

3. The integrand is an analytic function of z for every real s.

Now, on integrating (7) m-times by parts, we obtain

φ(z) = (−1)m
∫ a

−a

[
sin(2πsz)

(2πz)m
+ (−1)m

cos(2πsz)

(2πz)m

]
φ̂(m)(s)ds

(2πz)mφ(z) = (−1)m
∫ a

−a

[sin(2πsz) + (−1)m cos(2πsz)]φ̂(m)(s)ds

| (2πz)mφ(z) |<

∫ a

−a

(| sin(2πsz) | + | cos(2πsz) |) | φ̂(m)(s) | ds (8)

Now
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| sin(2πsz) + cos(2πsz) |=| sin(2πs(t+ iy)) + cos(2πs(t+ iy))

=| cosh(2πsy) + cosh(2πsy) |)

Thus,

| sin(2πsz) | + | cos(2πsz) |≤ 2 | cosh(2πsy) | (9)

Substituting (9) in (8), we obtain

| (2πz)mφ(z) |≤ 2

∫ a

−a

cosh(2πsy) | φ̂(m)(s) | ds

≤ Gm cosh(2πa | y |)

where Gm is given in (5).
Thus, if φ̂(s) ∈ D with its support in −a ≤ s ≤ a, then φ(t) can be extended to an entire function with the
existence of a set of constants Gm(m = 0, 1, 2, · · · ) such that the inequality (5) is justified.

Converse. The Hartley transform of any function φ(t) is given by

φ̂(s) =

∫
∞

−∞

cas(2πst)φ(t)dt (10)

Now, φ(z) being an entire function that satisfies (5), the path of integration may be shifted in the
z-plane onto any line that is parallel to the t-axis, which may be justified by Cauchy’s theorem and for the
fact that, for all y in any fixed interval, φ(t+ iy)→ 0 faster than any power of 1/ | t | as | t |→ ∞, by virtue
of (5). Thus, by shifting the path of integration, for every y, from (10) we have

φ̂(s) =

∫
∞

−∞

cas(2πs(t+ iy))φ(t+ iy)dt =

∫
∞

−∞

[cos(2πs(t+ iy)) + sin(2πs(t+ iy))]φ(t+ iy)dt (11)

Since, the integral in (11) is uniformly convergent for −∞ < s < ∞, φ̂(s) possesses an ordinary first
derivative [10] that is given by

φ̂(1)(s) =

∫
∞

−∞

(2πt)[cos (2πs(t+ iy))− sin (2πs(t+ iy))]φ(t+ iy)dt

where again the integral is uniformly convergent for −∞ < s <∞, which undergoes iterated differentiation
to yield

φ̂(m)(s) =

∫
∞

−∞

(2πit)m
[((

1− i

2

)
+ (−1)m

(
1 + i

2

))
cos(2πs(t+ iy))

+

((
1− i

2

)
+ (−1)m+1

(
1 + i

2

))
sin(2πs(t+ iy))

]
φ(t+ iy)dt

(12)

This justifies the function φ̂(s) to be infinitely smooth. This completes the proof. In what follows, now,
is the proof for compactness of φ̂(s).
By using (5) for m = 0 and m = 2, we have

| φ(z) |≤ cosh(2πa | y |) inf

(
G0′

G2
(2π | z |)2

)
≤
G′ cosh(2πa | y |)

1 + t2
(13)

where G′ is another constant.
By virtue of (9) and (13), for every y, we have
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| φ̂(s) | = |

∫
∞

−∞

φ(t+ iy)cas(2πzs)dt |

≤

∫
∞

−∞

G′ cosh(2πa | y |)

1 + t2
| cas(2πzs) | dt

< πG′ cosh(2πa | y |) cosh(2πsy)

By a lemma [11, p.195] and the following also [11, pp.192-194, §7.6], a suitable condition, similar to that
mentioned in the citations, the compactness can be justified.

Theorem 2. The Hartley transformation and its inverse are continuous linear mappings of Z onto D, and
D onto Z, respectively.

Proof. The Hartley transform and its inverse are linear (by definition). Now, we have to establish the
continuity. Let the sequence {φ̂v}

∞

v=1 converges in D to φ̂ and the supports of all φ̂v be contained in
−a ≤ s ≤ a. By virtue of Theorem 1, it is true that φv and φ both are in the space Z of all entire functions.
Further, from the relation (5), we write

| (2πz)mφv(z) | ≤ Gm cosh(2πa | y |)

= 2 cosh(2πa | y |)

∫ a

−a

| φ̂(m)v (s)ds |

≤ 4a cosh(2πa | y |) sup
s
| φ̂(m)v (s) |

(14)

Now, since {φ̂v}
∞

v=1 converges to φ̂ in D, sup
s
| φ̂(m)v (s) | is, thus, uniformly bounded for all v. Thus,

| (2πz)mφv(z) |≤ G
′

m cosh(2πa | y |)

where G′m is an arbitrary constant, see equation (5). This shows that all φv satisfy the inequality of the
form, given by (5). Further, from (14) we have

| (2πz)mφv(z)− (2πz)mφv(z) |≤ 4a cosh(2πa | y |) sup
s
| φ̂v(s)− φ̂(s) |

As v → ∞, sup
s
| φ̂v(s) − φ̂(s) |→ 0 and, indeed, on each bounded domain of the z-plane cosh(2πa | y |)

is bounded. Therefore, | φ̂v(s) − φ̂(s) |→ 0 uniformly on each such domain. This proves that the inverse
Hartley transform is a continuous linear mapping of D onto Z. Conversely, if the sequence {φ̂v}

∞

v=1 converges
in Z to φ, then by Theorem 1, all {φ̂v}

∞

v=1 and φ̂ are in D and their supports are contained in −a ≤ s ≤ a.
For any non-negative integer k, by invoking equation (12), we get
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| φ̂(k)v (s)− φ̂(k)(s) | = |

∫
∞

−∞

(2πit)k
{[(

1− i

2

)
+ (−1)k

(
1 + i

2

)]
cos(2πst)

+

{
i

[(
1− i

2

)
+ (−1)k+1

(
1 + i

2

)]
sin(2πst)

}
(φv(t)− φ(t))dt |

≤ (2π)k
[
|

(
1− i

2

)
+ (−1)k

(
1 + i

2

)
|

+ | i

(
1− i

2

)
+ (−1)k+1

(
1 + i

2

)
|

] ∫
∞

−∞

| 1 + t2 | | tk | | φv(t)− φ(t) |

| 1 + t2 |
dt

≤ (2π)kC ′π sup
t
| tk + tk+2 | | φv(t)− φ(t) |

= C sup
t
| tk + tk+2 | | φv(t)− φ(t) |

(15)

where C is a constant.

By the definition of convergence in Z, the right side of (15) converges to zero. Thus, {φ̂v}
∞

v=1 converges in
D to φ̂. Hence the theorem is completely proved.

Theorem 3. Z is a proper subspace of S.

Proof. If φ is in Z, then it is an entire function and hence φ(t) is infinitely smooth for all values of t. By
Theorem 1, φ̂(s) ∈ D which implies that (2πs)m cas(−mn2 )φ̂((−1)ms) ∈ D. By equation (4), φ(m)(t) is again
in Z. Therefore, for each pair of non-negative integers m and k,

| tkφ(m)(t) |≤ Ckm, −∞ ≤ t ≤ ∞

where Ckm are constants (with respect to t), but depending on m and k. Hence φ ∈ S (S is the space of
functions which satisfies the above inequality [11]). Since, D is a part of S which does not intersect Z except
for the zero functions, the space Z is, indeed, a proper subspace of S.
This completes the proof of the theorem.

We may remark that when Z is considered as a subspace of S, the independent variable for the functions
of Z is a real variable.

Theorem 4. If the sequence {φv}
∞

v=1 converges in Z to φ, then its convergence in S to φ is also true.

Proof. Let the sequence {φv}
∞

v=1 converges in Z to φ. Then according to Theorem 1, the sequence {φ̂v}
∞

v=1

converges in D to φ̂ .

For k = 0, 1, 2, · · · ,
{
(2πs)k cas(−kπ2 )φ̂v((−1)

ks)
}

converges in D to (2πs)k cas(−kπ2 )φ̂v((−1)
ks). By

equation (4), {φ
(k)
v (t)}∞v=1 converges in Z, to φ

(k)(t).

Now, by the definition of convergence in Z, (tmφ
(k)
v (t)}∞v=1 converges to t

mφ(k)(t) uniformly for −∞ <
t <∞, where m and k are non-negative integers. Hence the convergence in S is proved.

Theorem 5. Z is dense in S. That is, for each φ in S, there exists a sequence {φv}
∞

v=1 with elements
exclusively in Z that converges in S to φ.

Proof. Let φ ∈ S. Owing to the fact that the Hartley transform maps the space S onto itself, (cf., [5]), we
have φ̂ ∈ S. But D is dense in S [11, p.101]. Therefore, there exists a sequence of functions {φ̂v}

∞

v=1 in D,
which converges to φ̂ in S. By the continuity of the invers Hartley transformation as a mapping of S onto
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itself [5], {φv}
∞

v=1 is the sequence we seek in Z.

3. The Hartley Transform of Arbitrary Distribution

The definition of the Hartley transforms for any arbitrary distribution in D′ is based upon Parseval’s
equation, given by

〈f̂ , φ〉 = 〈f, φ̂〉 (16)

As φ̂ traverses D, φ traverses Z such that f̂ is defined as that functional which assigns to each φ in Z the
same number that f assigns to φ̂.

Thus, the Hartley transform of a distribution in D′, not, in general, is also is in D′ but instead it is in Z ′.
That is, for f ∈ D′, f̂ is a continuous linear functional on Z and thus it is an ultradistribution.

By Theorem 2 and equation (16), it follows that the Hartley transformation is a mapping of D′ onto
Z ′ and the inverse Hartley transform is a mapping of Z ′ onto D′. The inverse Hartley transform is defined
similarly, same as in equation (16).

Theorem 6. The Hartley transformation is a continuous linear mapping of D′ onto Z ′.

Proof. The Hartley transformation is indeed linear. For continuity, let the sequence {f̂v}
∞

v=1 converges in
D′ to f . Since D′ is closed under convergence [11, p.37], f is in D′ and its Hartley transformation exists.
As t′ →∞

〈f̂v, φ〉 = 〈fv, φ̂〉 → 〈f, φ̂〉 = 〈f̂ , φ〉

for each φ ∈ Z.
Consequently, {f̂v}

∞

v=1 converges in Z to f̂ . In a similar way, we can prove that the inverse Hartley
transformation is a continuous linear mapping of Z ′ onto D′.

As a consequence of this theorem, if
∑
∞

v=1, gv converges in D′ to g, then ĝ =
∑
∞

v=1, ĝv, where the last
series converges in Z.
This theorem constitutes an advantageous conclusion of distribution theory, since such term-by-term trans-
formation is not, in general, enjoyed in classical analysis.

4. A Conjecture

In Section 2, a result is established concerning the use of the Hartley transform and its inverse for the testing
function space Z. While proving the converse (Theorem 1), a conclusion is drawn to justify the compactness
such that (we repeat)

| φ̂(s) | ≤ πG′ cosh(2πa | y |) cosh(2πsy)

Now we restore the two-parameter Mittag-Leffler function [ 6, p.17]

Eα,β(z) =
∞∑

k=0

zk

Γ(αk + β)
, α, β > 0

which has a particular case [6, p.18]

E2,1(z
2) =

∞∑

k=0

z2k

(2k)!
= cosh z

We conjecture that our result (above) can be expressed in terms of a two-parameter Mittag-Leffler
function by invoking



On Ultradistributional Hartley transform 53

2 cosh z1 cosh z2 = cosh (z1 + z2) + cosh (z1 − z2)

In other words, this will lead to a conclusion that the inverse Hartley transform for a testing function space
can be expressed as Mittag-Leffler function.
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Abstract. In the present paper we introduce a class of metrics induced by a contraction

mapping of a complete metric space and compare two well known contraction definitions in the

setting of induced metrics. Our work provides an interesting criterion for further comparison and

categorization of generalized contractions into classes of contraction definitions that imply each

other in the setting of induced metrics.

1. Introduction

Let (Y, ρ) be a complete metric space and T : Y → Y be a self-mapping of Y . The well known Banach
fixed point theorem states that if

ρ(Tx, Ty) ≤ αρ(x, y), 0 ≤ α < 1 (1)

for all x, y ∈ Y then T has a unique fixed point in Y . Such a mapping T is always continuous.

In an interesting development, Kannan [3] proved that a mapping T : Y → Y of a complete
metric space (Y, ρ) satisfying the condition

ρ(Tx, Ty) ≤ β{ρ(x, Tx) + ρ(y, Ty)}, 0 ≤ β < 1/2 (2)

for all x, y ∈ Y , has a unique fixed point in Y . Such a mapping T need not be continuous in the
entire domain. The Kannan [3] fixed point theorem played an important role in the development of
fixed point theory of generalized contractive mappings and was soon followed by a large number of
interesting papers on contractive mappings. The Kannan fixed point theorem also gave rise to the
famous question of continuity of contractive mappings at their fixed points. The question of the
existence of contractive mappings which are discontinuous at their fixed points was settled in the
affirmative by Pant [5, 6].

In 1972, Chatterjea [1] proved that a mapping T : Y → Y of a complete metric space (Y, ρ)
satisfying the condition

ρ(Tx, Ty) ≤ β{ρ(x, Ty) + ρ(y, Tx)}, 0 ≤ β < 1/2 (3)

for all x, y ∈ Y , has a unique fixed point in Y . Such a mapping T need not be continuous in the entire
domain. It is well known that the three contractive conditions (1), (2) and (3) are independent of
each other in the general setting. This can be seen from the following examples:

Example 1: Let X = [0, 1] equipped with the Euclidean metric d and Tx = (3/4)x,∀ x. Then
T is Banach contraction but does not satisfy Kannan’s condition (2). For example if x = 0, y = 1 then

d(Tx, Ty) =
3

4
, d(x, Tx) + d(y, Ty) = 0 +

1

4
=

1

4
and hence d(Tx, Ty) > d(x, Tx) + d(y, Ty).

Keywords and phrases : Fixed point, Metric space, Complete metric space, Contraction mappings.

AMS Subject Classification : 37C25 .
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Example 2: Let X = [0, 4] equipped with the Euclidean metric d and T : X → X be defined by

Tx = 1, if 0 ≤ x ≤ 3

Tx = 0, if 3 < x ≤ 4

Then, d(Tx, Ty) < 1/3[d(x, Tx) + d(y, Ty)] for all x, y ∈ X. Therefore T satisfies the Kannan’s
contractive condition (2) with β = 1

3
. But T does not satisfy the Banach contraction condition (1).

Examples 1 and 2 clearly show that conditions (1) and (2) are independent of each other.

Example 3: Let X = [0, 1] equipped with the Euclidean metric d and T : X → X be defined
by

Tx = x/3, if 0 ≤ x < 1

T (1) = 1/7, if x = 1

Then, d(Tx, Ty) ≤ 1/3[d(x, Ty) + d(y, Tx)] for all x, y ∈ X. Therefore T satisfies the Chatterjea’s
contraction condition (3) with β = 1

3
. But T does not satisfy the Kannan’s contraction condition

(2). For example, if x = 0, y = 1/3, then d(Tx, Ty) = 1/9, d(x, Tx) + d(y, Ty) = 2/9 and hence
d(Tx, Ty) > β[d(x, Tx) + d(y, Ty)] for each β ∈ [0, 1

2
).

Example 4: Let X = [0, 4] equipped with the Euclidean metric d and T : X → X be defined
by

Tx = 1, if 0 ≤ x < 3

Tx = 0, if 3 ≤ x ≤ 4

Then, d(Tx, Ty) ≤ 1/3[d(x, Tx) + d(y, Ty)] for all x, y ∈ X. Therefore T satisfies the Kannan’s
contraction condition (2) with β = 1/3, but does not satisfy the Chatterjea’s contraction
condition (3). Let x = 0, y = 3 then d(Tx, Ty) = 1, d(x, Ty) + d(y, Tx) = 2 and hence d(Tx, Ty) >
β[d(x, Ty) + d(y, Tx)] for each β ∈ [0, 1

2
). Examples 3 and 4 clearly show that conditions (2) and (3)

are independent of each other.

Example 5: Let X = [0, 1] equipped with the Euclidean metric d and T : X → X be defined by,

Tx = x/4, if 0 ≤ x < 1

T (1) = 1/3, if x = 1

Then, d(Tx, Ty) < β[d(x, Ty) + d(y, Tx)] for all x, y ∈ X , and for each β ∈ [0, 1
2
). Therefore

T satisfies the Chatterjea’s contraction condition (3), but T does not satisfy the Banach’s contraction
condition (1).

Example 6: Let X = [−1, 1] equipped with the Euclidean metric d and Tx = (−3/4)x, ∀x. Then
T is Banach contraction (1) but does not satisfy Chatterjea’s contraction condition (3). For example,
if x = −1, y = 1 then

d(Tx, Ty) = 3

2
, d(x, Ty) + d(y, Tx) = 1

4
+ 1

4
= 1

2
and hence d(Tx, Ty) > d(x, Ty) + d(y, Tx).

Examples 5 and 6 clearly show that conditions (1) and (3) are independent of each other.

Therefore, Examples 1 to 6 clearly show that the contraction conditions (1), (2) and (3) are
independent of each other.
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In 1973, Hardy and Rogers [2] proved that a selfmapping T of a complete metric space (Y, ρ)
satisfying the condition

ρ(Tx, Ty) ≤ a[ρ(x, y)] + b[ρ(x, Tx) + ρ(y, Ty)] + c[ρ(x, Ty) + ρ(y, Tx)] (4)

for all x, y ∈ Y, 0 ≤ a+ 2b+ 2c < 1, has a unique fixed point in Y . The contraction conditions due
to Kannan [3], Chatterjea [1] and Hardy and Rogers [2] employ the geometrically beautiful idea of
replacing the term d(x, y) in Banach Contraction condition (1) by some convex combination of the six
distances between the four points x, y, Tx, Ty. The Hardy and Rogers condition is a generalization of
each of the contraction conditions (1), (2) and (3).

It is obvious that the Banach’s contraction condition (1) implies the Hardy and Rogers
contraction condition (4) but the Hardy and Rogers contraction condition (4) need not imply the
Banach’s contraction condition (1). To see this consider the following example:

Example 7: Let X = [0, 3] equipped with the Euclidean metric d and T : X → X be defined by

Tx = 1/2, if 0 ≤ x ≤ 2

Tx = 0, if 2 < x ≤ 3

Then T satisfies the Hardy and Rogers contraction condition

d(Tx, Ty) ≤ a[d(x, y)] + b[d(x, Tx) + d(y, Ty)] + c[d(x, Ty) + d(y, Tx)]

0 ≤ a+ 2b+ 2c < 1, with a = 1/8, b = 1/8 and c = 1/4 but T does not satisfy the Banach contraction
condition (1).

Recently Pant et al [4] considered contraction mappings of a metric space (Y, ρ) and by employing
a metric d induced by a contraction mapping T of the space (Y, ρ) such that

d(x, x) = 0, d(x, y) = K[ρ(x, Tx) + ρ(y, Ty)] if x �= y, where K > 0 (5)

obtained the counter-intuitive but interesting result that T satisfies each of the contraction
conditions: the Banach contraction condition (1), the Kannan contraction condition (2) and the
Chatterjea contraction condition (3) with respect to the induced metric d whenever T satisfies any
one of the conditions (1), (2) or (3) with respect to the metric ρ. In definition (5) if we take K=1 we
get the induced metric considered by Sarkhel [7].

In the present paper we extend the work in Pant et al [4] and consider induced metrics similar
to those employed in [4]. We show that if a mapping T satisfies the Banach contraction condition
(1) or the Hardy and Rogers contraction condition (4) in the space (Y, ρ) then T satisfies both the
Banach contraction condition (1) and the Hardy and Rogers contraction condition (4) in the metric
space (Y, d). It will be very interesting to investigate which other contraction conditions imply each
other in the space (Y, d) whenever any one of them is satisfied in the space (Y, ρ). This can provide
a convenient way of categorizing the contraction conditions into classes of equivalent mappings in the
sense of the present paper. We, however, confine the present paper to the comparison of the two
most interesting contraction conditions namely the Banach contraction condition and the generalized
contraction condition due to Hardy and Rogers.
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2. Results

Theorem 1. If (Y, ρ) is a complete metric space and T : Y → Y is a Banach contraction mapping
(1), i.e., ρ(Tx, Ty) ≤ αρ(x, y), for all x, y ∈ Y where 0 ≤ α < 1, then (Y, d) is a complete metric
space and T satisfies the Banach’s contraction condition (1) and the Hardy and Rogers contraction
condition (4) on (Y, d).

Proof. Following (5), define

d(x, x) = 0, d(x, y) = K[ρ(x, Tx) + ρ(y, Ty)] if x �= y.

Then d is a metric on Y . Now

ρ(x, Y ) ≤ ρ(x, Tx) + ρ(Tx, Ty) + ρ(Ty, y) =
d(x, y)

K
+ ρ(Tx, Ty)

≤
d(x, y)

K
+ αρ(x, y)

that is,

ρ(x, y) ≤

[
d(x, y)

K(1− α)

]

for all x, y. This shows that every d-Cauchy sequence {xn} in Y is a ρ-Cauchy sequence. Since
the space (Y, ρ) is complete, then ρ(xn, x) → 0 for some x in Y . If xn �= x for some n, then there must
exist n′ > n with xn �= xn′ and we have

d(x, xn) = K[ρ(x, Tx) + ρ(xn, Txn)]

≤ K[ρ(x, xn) + 2ρ(xn, Txn) + ρ(Txn, Tx)]

≤ K

[
ρ(x, xn) +

2d(xn, xn′)

K
+ αρ(x, xn)

]

≤ Kρ(x, xn) + 2d(xn, xn′) +Kαρ(x, xn)

It follows from the last inequality that d(xn, x) → 0 and, consequently, (Y, d) is a complete
metric space.
Using (5), we now get

d(Tx, Ty) = K[ρ(Tx, T 2x) + ρ(Ty, T 2y)]

≤ Kα[ρ(x, Tx) + ρ(y, , Ty)]
(6)

This implies that, d(Tx, Ty) ≤ αd(x, y). This shows that T is a Banach’s contraction on (Y, d).

In equation (6) putting α =

(
a+ b+ c

1− b− c

)
, 0 ≤ a+ 2b+ 2c < 1,, we may write

d(Tx, Ty) ≤ K

(
a+ b+ c

1− b− c

)
[ρ(x, Tx) + ρ(y, Ty)]

i.e.,

K[ρ(Tx, T 2x) + ρ(Ty, T 2y)] ≤ K

(
a+ b+ c

1− b− c

)
[ρ(x, Tx) + ρ(y, Ty)]
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This implies that

d(Tx, Ty) ≤ a[d(x, y)] + b[d(x, Tx) + d(y, Ty)] + c[d(x, Ty) + d(y, Tx)]

This shows that T satisfies Hardy and Rogers contraction condition (4) on (Y, d). Therefore, T
satisfies the Banach’s contraction condition as well as the Hardy and Rogers contraction condition in
the complete metric space (Y, d).

Theorem 2. If (y, ρ) is a complete metric space and T : Y → Y satisfies Hardy and Rogers
contraction condition (4) i.e.,

ρ(Tx, Ty) ≤ a[ρ(x, y)] + b[ρ(x, Tx) + ρ(y, Ty)] + c[ρ(x, Ty) + ρ(y, Tx)]

for all x, y ∈ Y , where 0 ≤ a + 2b + 2c < 1, then (Y, d) is a complete metric space and T satis-
fies the Banach’s contraction condition as well as the Hardy and Rogers contraction condition on (Y, d).

Proof. Now, we have
ρ(x, y) ≤ ρ(x, Tx) + ρ(Tx, Ty) + ρ(Ty, y)

=
d(x, y)

K
+ ρ(Tx, Ty)

≤
d(x, y)

K
+ a[ρ(x, y)] + b[ρ(x, Tx) + ρ(y, Ty)] + c[ρ(x, Ty) + ρ(y, Tx)]

≤
d(x, y)

K
+ a[ρ(x, y)] + b

(
d(x, y)

K

)
+ c

[
d(x, y)

K
+ 2ρ(x, y)

]

This yields

ρ(x, y) ≤

(
1 + b+ c

K(1− a− 2c)

)
d(x, y)

for all x, y. This shows that every d-Cauchy sequence {xn} in Y is a ρ-Cauchy sequence. Since the
space (Y, ρ) is complete, then ρ(xn, x) → 0 for some x in Y . If xn �= x for some n, then there must
exist n′ > n with xn �= xn′ and we have

d(x, xn) = K[ρ(x, Tx) + ρ(xn, Txn)]

≤ K[ρ(x, xn) + 2ρ(xn, Txn) + ρ(Txn, Tx)]

This yields

d(x, xn) ≤ K

[
ρ(x, xn) +

2d(xn, xn′)

K
+ a{ρ(xn, x)}+ b{ρ(xn, Txn) + ρ(x, Tx)}+ c{ρ(xn, Tx) + ρ(x, Txn)}

]

≤ K

[
ρ(x, xn) +

2d(xn, xn′)

K
+ a{ρ(xn, x)}+ b

{
d(x, xn)

K

}
+ c{ρ(xn, Txn) + 2ρ(xn, x) + ρ(x, Tx)}

]

≤ K

[
ρ(x, xn) +

2d(xn, xn′)

K
+ a{ρ(xn, x)}+ b

{
d(x, xn)

K

}
+ c

{
d(x, xn)

K

}
+ 2cρ(x, xn)

]

This implies that

d(x, xn) ≤ K

[
(1 + a+ 2c)

(1− b− c)

]
ρ(x, xn) +

[
2

(1− b− c)

]
d(xn, xn′)

It follows from the last inequality that d(xn, x) → 0 and, consequently, (y, d) is a complete metric space.
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Using (5), we now get

d(Tx, Ty) = K[ρ(Tx, T 2x) + ρ(Ty, T 2y)]

≤ K
[
(a+ b){ρ(x, Tx) + ρ(y, Ty)}+ b{ρ(Tx, T 2x) + ρ(Ty, T 2y)}

+c{ρ(x, T 2x) + ρ(y, T 2y)}
]

≤ K[(a+ b)

{
d(x, y)

K

}
+ b

{
d(Tx, Ty)

K

}

+c{ρ(x, Tx) + ρ(Tx, T 2x) + ρ(y, Ty) + ρ(Ty, T 2y)}]

≤ (a+ b+ c)d(x, y) + (b+ c)d(Tx, Ty)

(7)

This yields

d(Tx, Ty) ≤

(
a+ b+ c

1− b− c

)
d(x, y)

where

(
a+ b+ c

1− b− c

)
< 1, since a+ 2b+ 2c < 1. Thus, T is a Banach’s contraction on (Y, d).

Also, by using (7), we get

d(Tx, Ty) ≤ K[a{ρ(x, Tx) + ρ(y, Ty)}+ b{ρ(x, Tx) + ρ(Tx, T 2x)}+ ρ(y, Ty) + ρ(Ty, T 2y)

+ c{ρ(x, T 2x) + ρ(y, T 2y)}]

≤ K

[
a

{
d(x, y)

K

}
+ b

{
d(x, Tx) + d(y, Ty)

K

}
+ c{ρ(x, Tx) + ρ(Tx, T 2x) + ρ(y, Ty) + ρ(Ty, T 2y)}

]

≤ K

[
a

{
d(x, y)

K

}
+ b

{
d(x, Tx) + d(y, Ty)

K

}
+ c

{
d(x, Ty) + d(y, Tx)

K

}]

This implies that

d(Tx, Ty) ≤ a{d(x, y)}+ b{d(x, Tx) + d(y, Ty)}+ c{d(x, Ty) + d(y, Tx)}

Therefore, T satisfies the Hardy and Rogers contraction on (y, d).

Thus, T satisfies the Banach’s contraction condition as well as the Hardy and Rogers contraction
condition in the complete metric space (Y, d). Hence, T : Y → Y satisfies both the contractive
conditions (1) and (4) in the metric space (Y, d) whenever it satisfies the Banach’s contraction
condition (1) or the Hardy and Rogers contraction condition (4) in the metric space (Y, ρ).

Remarks.

(i) If b = 0, c = 0 then we get part of Theorem 1 of Pant et al [4] as a particular case of Theorem 2
above.

(ii) If a = 0, c = 0 then we get part of Theorem 2 of Pant et al [4] as a particular case of Theorem
2 above.

(iii) If a = 0, b = 0 then we get part of Theorem 3 of Pant et al [4] as a particular case of Theorem 2
above.
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Abstract. The object of the present paper is to study a quater-symmetric metric connection in a

3-dimensional Trans-Sasakian manifold.We deduce the relation between the Riemannian connection and

the quater-symmetric metric connection on a 3-dimensional Trans-Sasakian manifold. We study

locally φ-symmetric 3-dimensional Trans-Sasakian manifolds with respect to the quater-symmetric metric

connection. Finally, we study the 3-dimensional Trans-Sasakian manifolds admitting quater-symmetric

metric connection with divergence of the curvature tensor.

1. Introduction

In this paper we undertake a study of quater-symmetric metric connection on a 3-dimensional Trans-Sasakian
manifold. In 1975, Golab [8] defined and studied quater-symmetric connection in a differentiable manifold.

A linear connection∇̃ on an n-dimensional Riemannian manifold (M,g) is called a quater-symmetric
connection [8] if its torsion tensor T of the connection ∇̃ defined by

T (X, Y ) = ∇̃XY − ∇̃YX − [X, Y ]

satisfies

T (X, Y ) = η(Y )φX − η(X)φY (1.1)

where η is a 1-form and φ is a (1, 1) tensor field.
In particular, if φ(X) = X, then the quater-symmetric connection reduces to the semi-symmetric

connection [5]. If moreover, a quater-symmetric connection ∇̃ satisfies the condition

(∇̃Xg)(Y,Z) = 0 (1.2)

for all X,Y,Z εT (M ), where T (M) is the Lie algebra of vector fields of the manifold M , then ∇̃ is said to be
a quater-symmetric metric connection, otherwise it is said to be a quater-symmetric non-metric connection.
After Golab ([8]), Rastogi ([14], [15]) continued the systematic study of quater-symmetric metric connection.
In 1980, Mishra and Pandey ([11]) studied quater-symmetric metric connection in Riemannian, Kaehlerian
and Sasakian manifolds. In 1982, Yano and Imai ([19]) studied quater-symmetric metric connection in
Hermition and Kaehlerian manifolds. In 1991, Mukhopadhyay, Roy and Barua ([12]) studied quater-
symmetric metric connection on a Riemannian manifold (, g) with an almost complex structure φ. In
1997, De and Biswas ([1]) studied quater-symmetric metric connection on an SP-Sasakian manifold. In
2008, De and Mondal studied quater-symmetric metric connection on a Sasakian manifold ([4]). Also in
2008, Sular, Ozgur and De ([16]) studied quater-symmetric metric connection in a Kenmotsu manifold.

Trans-Sasakian manifolds arose in a natural way from the classification of almost contact metric
structures by Chinea and Gonzales ([2]) and they appear as a natural generalization of both Sasakian

Keywords and phrases : quater-symmetric metric connection, Trans-Sasakian manifold, locally φ-symmetric manifold.

AMS Subject Classification : 53C15, 53C25.
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and Kenmotsu manifolds. Again in the Gray-Hervella classification of almost Hermite manifolds [7], there
appears a class w4 of Hermitian manifolds which are closely related to locally conformally Kähler manifolds.
An almost contact metric structure on a manifold M is called a Trans-Sasakian structure [13] if the product
manifold M × R belongs to the class W4. The class C6

⊕
C5 (cf., [9][10]) coincides with the class of Trans-

Sasakian structures of type(α,β). In [10] the local nature of the two subclasses C5 and C6 of Trans-Sasakian
structures characterized completely. In [4], some curvature identities and sectional curvatures for C5, C6
and Trans- Sasakian manifolds are obtained. It is known that [6] Trans-Sasakian structures of type (0,0),
(0,β), and (α,0) are Cosymplectic, β - Kenmotsu and α- Sasakian respectively.

The paper is organized as follows:
In Section 2, some preliminary results are recalled. After preliminaries in Section 3, we establish the
relation between the Riemannian connection and the quater-symmetric metric connection on a 3-dimensional
Trans-Sasakian manifold. In the next section, we characterize locally φ -symmetric 3-dimensional Trans-
Sasakian manifold with respect to the quater-symmetric metric connection. Finally, we study 3-dimensional
Trans-Sasakian manifolds with divergence of the curvature tensor.

2. Preliminaries

Let M be a connected almost contact metric manifold with an almost contact metric structure (φ,ξ,η,g),
that is, φ is an (1 , 1) tensor field, ξ is a vector field, η is an 1 - form and g is compatible Riemannian metric
such that

φ2(X) = −X + η(X)ξ, η(ξ) = 1, φξ = 0, ηφ = 0 (2.1)

g(φX, φY ) = g(X,Y )− η(X)η(Y ) (2.2)

g(X,φY ) = −g(φX, Y ), g(X, ξ) = η(X) (2.3)

for all X,Y ε T(M).
The fundamental 2 - form Φ of the manifold is defined by

Φ(X,Y ) = g(X, φY ) (2.4)

for X,YεT(M).
An almost contact metric structure (φ,ξ,η,g) on a connected manifold M is called Trans-Sasakian

structure [13] if (M × R, J ,G) belongs to the class W4, where J is the almost complex structure on M ×R
defined by J(X, fd

df
) = (φX−fξ, η(X) d

dt
), for all vector field X on M, a smooth function f on M×R and the

product metric G on M×R. This may be expressed by the condition

(∇Xφ)Y = α(g(X,Y )ξ − η(Y )X) + β(g(φX, Y )ξ − η(Y )φX) (2.5)

for smooth function α and β on M. Hence we say that the Trans-Sasakian structure is of type (α,β). From
(2.5) it follows that

∇Xξ = −α(φX) + β(X − η(X)ξ), (2.6)

(∇Xη)Y = −αg(φX, Y ) + βg(φX, φY ) (2.7)

From [18] we know that for a 3-dimensional Trans-Sasakian manifold

2αβ + ξα = 0 (2.8)

S(X, ξ) = (2(α2 − β2)− ξβ)η(X)−Xβ − (φX)α (2.9)
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and

R(X,Y )ξ = (α2 − β2)(η(Y )X − η(X)Y )

−η(Y )(Xβ)ξ + φ(X)αξ

+η(X)(Y β)ξ + φ(Y )αξ

−(Y β)X + (Xβ)Y − (φ(Y )α)X + (φ(X)α)Y

(2.10)

where S is the Ricci tensor of type (0, 2) and R is the curvature tensor of type (1, 3) of the manifold
M .

3. Curvature tensor

Let ∇̃ be a linear connection and ∇ be the Levi-Civita connection of an almost contact metric manifold M
such that

∇̃XY = ∇XY + U(X,Y ) (3.1)

where U is a tensor of type (1, 1). For ∇̃ be a quater-symmetric metric connection in M, we have [8]

U(X,Y ) =
1

2
[T (X,Y ) + T ′(X, Y ) + T ′(Y,X)] (3.2)

where

g(T ′(X, Y ), Z) = g(T (Z,X), Y ) (3.3)

From (1.1) and (3.3) we get

T ′(X, Y ) = g(φY,X)ξ − η(X)φY (3.4)

and by making use of (1.1) and (3.4) in (3.2) we obtain

U(X,Y ) = −η(X)φY (3.5)

Hence a quater-symmetric metric connection ∇̃ in a 3-dimensional Trans-Sasakian manifold is given by

∇̃XY = ∇XY − η(X)φY (3.6)

Conversely, we show that a linear connection ∇̃ on a 3-dimensional Trans-Sasakian manifold defined by

∇̃XY = ∇XY − η(X)φY (3.7)

denotes a quater-symmetric metric connection.

Using (3.7) the torsion tensor of the connection ∇̃ is given by

T (X, Y ) = ∇̃XY − ∇̃YX − [X, Y ] = η(Y )φX − η(X)φY (3.8)

The above equation shows that the connection ∇̃ is a quater-symmetric connection [8]. Also we have

(∇̃Xg)(Y,Z) = Xg(Y, Z)− g(∇̃XY,Z)− g(Y, ∇̃XZ)

= η(X)[g(φY,Z) + g(φZ, Y )]

= 0

(3.9)
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In virtue of (3.8) and (3.9) we conclude that ∇̃ is a quater-symmetric metric connection.Therefore equation
(3.6) is the relation between the Riemannian connection and the quater-symmetric metric connection on a
3-dimensional Trans-Sasakian manifold.
Let R and R̃ be the curvature tensors of ∇ and ∇̃ of Trans-Sasakian manifold, respectively. In view of (3.6)
and (2.6), we obtain

R̃(X,Y )Z = R(X,Y )Z + η(X)(∇Y φ)Z − η(Y )(∇Xφ)Z − (∇Xη)(Y )φ(Z) + (∇Y η)(X)φ(Z) (3.10)

In view of (2.5), we get

R̃(X, Y )Z = R(X,Y )Z + αη(X)g(Y,Z)ξ − αη(X)η(Z)Y

+βη(X)g(φY,Z)ξ − βη(X)η(Z)φY − αη(Y )g(X,Z)ξ + αη(Y )η(Z)X

−βη(Y )g(φX,Z)ξ + βη(Y )η(Z)φX + 2αg(φX, Y )(φZ)

(3.11)

Using (2.1) and (2.3) in (3.11), we obtain

R̃(X, Y )ξ = R(X,Y )ξ + α[η(Y )X − η(X)Y ] + β[η(Y )φX − η(X)φY ] (3.12)

Taking the inner product of (3.11)with W we have

R̃(X, Y, Z,W ) = R(X,Y,Z,W ) + αη(X)g(Y,Z)η(W )− αη(X)η(Z)g(Y,W )

+βη(X)g(φY,Z)η(W )− βη(X)η(Z)g(φY,W )

−αη(Y )g(X,Z)η(W ) + αη(Y )η(Z)g(X,W )

−βη(Y )g(φX,Z)η(W ) + βη(Y )η(Z)g(φX,W ) + 2αg(X,φY )g(φZ,W )

(3.13)

where R̃(X, Y, Z,W ) = g(R(X, Y )Z,W ).
PuttingX = W = ei in (3.13) and taking summation over i, 1 ≤ i ≤ 3 where {ei} is an orthonormal basis
of the tangent space at each point of the manifold, we obtain

S̃(Y,Z) = S(Y,Z)− αg(Y, Z) + 3αη(Y )η(Z) + βg(φY,Z) (3.14)

where S̃ and S are the Ricci tensors of the connection ∇̃ and ∇ respectively. So in a 3-dimensional Trans-
Sasakian manifold, the Ricci tensor of the quater-symmetric metric connection is not symmetric. Again
contracting (3.14) over Y and Z,we get

r̃ = r

where r̃ and r are the scalar curvatures of the connection ∇̃ and ∇, respectively.
From the above discussion we can state the following :

Theorem 3.1. For a 3 dimensional connected Trans-Sasakian manifold M with the quater-symmetric metric
connection ∇̃

(a) The curvature tensor R̃ is given by (3.11),

(b) The Ricci tensor S̃ is given by (3.14),

(c) r̃ = r,

(d) The Ricci tensor S̃ is not symmetric,

(e) The Ricci tensor is symmetric if and only if the manifold is an α-Sasakian manifold.
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(f) R̃(X, Y )ξ is given by (3.12).

4. Locally φ-symmetric trans-Sasakian manifolds

Definition 4.1. A Sasakian manifold is said to be locally φ-symmetric if

φ2(∇WR)(X,Y )Z = 0 (4.1)

for all vector fields W,X,Y,Z orthogonal to ξ. This notion was introduced for Sasakian manifolds by
Takahashi [17].

Analogous to the definition of φ-symmetric Sasakian manifold with respect to the Riemannian
connection, we define locally φ-symmetric Sasakian manifold with respect to the quater-symmetric
metric connection by

φ2(∇̃W R̃)(X,Y )Z = 0 (4.2)

for all vector fields W,X,Y,Z orthogonal to ξ.
Using(3.6) we can write

(∇̃W R̃)(X, Y )Z = (∇W R̃)(X, Y )Z − η(W )φR̃(X,Y )Z (4.3)

Now differentiating (3.11) with respect to W we obtain

(∇W R̃)(X,Y )Z = (∇WR)(X, Y )Z + [(Wα)η(X)g(Y,Z)

+(Wβ)η(X)g(φY, Z)− (Wα)η(Y )g(X,Z)

−(Wβ)η(Y )g(φX,Z)]ξ

+[αη(X)g(Y,Z) + βη(X)g(φY,Z)

−αη(Y )g(X,Z)− βη(Y )g(φX,Z)]∇W ξ

+[(Wα)η(Y )η(Z) + βη(Y )η(Z)(∇Wφ)]X

−[(Wα)η(X)η(Z) + βη(X)η(Z)(∇Wφ)]Y

+(Wβ)η(Y )η(Z)(φX)− (Wβ)η(X)η(Z)(φY )

+2(Wα)g(φX, Y )(φZ) + 2αg(φX, Y )(∇Wφ)Z

(4.4)

Using (2.5) and (2.6)we have
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(∇W R̃)(X,Y )Z = (∇WR)(X,Y )Z + [(Wα)η(X)g(Y,Z)

+(Wβ)η(X)g(φY, Z)− (Wα)η(Y )g(X,Z)− (Wβ)η(Y )g(φX,Z)]ξ

+[αη(X)g(Y, Z) + βη(X)g(φY,Z)− αη(Y )g(X,Z)− βη(Y )g(φX,Z)]

[−α(φW ) + β(X − η(X)ξ)]

+[(Wα)η(Y )η(Z) + βη(Y )η(Z)(∇Wφ)]X

−[(Wα)η(X)η(Z) + βη(X)η(Z)(∇Wφ)]Y

+(Wβ)η(Y )η(Z)(φX)− (Wβ)η(X)η(Z)(φY ) + 2(Wα)g(φX, Y )(φZ)

+2αg(φX, Y )[α(g(W,Z)ξ − η(Z)W ) + β(g(φW,Z)ξ − η(Z)φW )]

(4.5)

Suppose X,Y,Z,W are orthogonal to ξ. Then using (2.1), (2.2)(2.3), and (4.3) in (4.5) we obtain

φ2(∇W R̃)(X, Y )Z = φ2(∇WR)(X,Y )Z + 2(Wα)g(φX, Y )φZ (4.6)

Hence we can state the following :

Theorem 4.1. For a 3-dimensional connected Trans-Sasakian manifold the Riemannian connection ∇
is locally φ-symmetric if and only if the quater-symmetric metric connection ∇̃ is so provided, α = constant.

5. 3-dimensional trans-Sasakian manifolds with divergence of the curvature tensor

We know that

(∇̃X S̃)(Y,Z) = ∇̃X S̃(Y, Z)− S̃(∇̃XY, Z)− S̃(Y, ∇̃XZ) (5.1)

Using ( 3.6) and (3.10) we obtain

(∇̃X S̃)(Y,Z) = (∇XS)(Y,Z)− (Xα)g(Y,Z)

+3(Xα)η(Y )η(Z) + 3α(∇Xη)Y η(Z)

+3αη(Y )(∇Xη)Z + (Xβ)g(φY,Z)

+η(X)S(φY, Z)− βη(X)g(φ2Y,Z)

+η(X)S(Y, φZ) + βη(X)g(φY, φZ)

(5.2)

Again using (2.1) and (2.7) we obtain
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(∇̃X S̃)(Y, Z) = (∇XS)(Y,Z)− (Xα)g(Y, Z)

+3(Xα)η(Y )η(Z) + 3α(∇Xη)Y η(Z)

−3α2g(φX, Y )η(Z) + 3αβη(Z)g(X,Y )

−6αβη(X)η(Y )η(Z)− 3α2g(φX,Z)η(Y )

+3αβη(Y )g(X,Z) + (Xβ)g(φY,Z)

+η(X)S(φY, Z) + 2βη(X)g(Y,Z)

−2βη(X)η(Y )η(Z) + η(X)S(Y, φZ)

(5.3)

We know that

divR = (∇XS)(Y, Z)− (∇Y S)(X,Z) (5.4)

Now using (5.3) we have

divR̃ = divR− (Xα)g(Y,Z) + (Y α)g(X,Z)

+3(Xα)η(Y )η(Z)− 3(Y α)η(X)η(Z)

−6α2g(φX, Y )η(Z)− 3α2g(φX,Z)η(Y )

+3α2g(φY,Z)η(X) + 3αβη(Y )g(X,Z)

−3αβη(X)g(Y,Z) + (Xβ)g(φY, Z)− (Y β)g(φX,Z)

+η(X)S(φY,Z)− η(Y )S(φX,Z) + 2βη(X)g(Y,Z)

−2βη(Y )g(X,Z) + η(X)S(Y, φZ)− η(Y )S(X,φZ)

(5.5)

If α is a non-zero constant, then from (2.8) it follows that β = 0.

Now suppose that α is a non-zero constant and X,Y,Z orthogonal to ξ, then from (5.5) we get

divR̃ = divR

Hence we can state the following

Theorem 5.1. In a 3-dimensional connected Trans-Sasakian manifold divergence of the curvature
tensor of the Levi-Civita connection and the quater-symmetric metric connection are equivalent provided α
is a non-zero constant and the vector fields X,Y,Z,W are horizontal vector fields.
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